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Abstract

In this paper, we consider the class of generalized (α, η, ρ)-V -univex functions for a
semiinfinite multiobjective fractional programming problem and its dual models. We
establish several weak, strong and converse duality results under various generalized
(α, η, ρ)-V -univexity assumptions for a semiinfinite multiobjective fractional program-
ming problem.
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1 Introduction

Zalmai and Zhang [5] introduced a global semi parametric sufficient efficiency conditions for
semiinfinite multiobjective fractional programming problems involving generalized (α, η, ρ)-
V -invex functions and then presented a global parametric sufficient efficiency conditions
introduced in [6] for semiinfinite multiobjective fractional programming problems containing
generalized (α, η, ρ)-V -invex functions. Moreover, he has formulated number of parametric
duality models and established numerous duality results under various generalized (α, η, ρ)-
V -invexity assumptions in [7].

Consider the following semiinfinite multiobjective fractional programming problem:
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(P ) Minimize ϕ (x) = (ϕ1 (x) , . . . , ϕp (x)) =

(
f1(x)

g1(x)
, . . . ,

fp(x)

gp(x)

)
subject to

Gj(x, t) ≤ 0 for all t ∈ Tj , j ∈ q,

Hk(x, s) = 0 for all s ∈ Sk, k ∈ r,

x ∈ Rn,

where p, q, and r are positive integers, Rn is n-dimensional Euclidean space for each j ∈
q = {1, 2, · · ·, q} and k ∈ r = {1, 2, · · ·, r}, Tj and Sk are compact subsets of complete
metric spaces, for each i ∈ p, fi and gi are real-valued functions defined on Rn, for each
j ∈ q, Gj(., t) is a real-valued function defined on Rn for all t ∈ Tj , for each k ∈ r, Hk(., s)
is a real-valued function defined on Rn for all s ∈ Sk, for each j ∈ q and k ∈ r, Gj(x, .)
and Hk(x, .) are continuous real-valued functions defined, respectively, on Tj and Sk for all
x ∈ Rn, and for each i ∈ p, gi(x) > 0 for all x satisfying the constraints of (P ).

The feasible set (assumed to be nonempty) of the above problem (P), is

F = {x ∈ Rn : Gj(x, t) ≤ 0 for all t ∈ Tj , j ∈ q, Hk(x, s) = 0 for all s ∈ Sk, k ∈ r}.

Bector et al. [1] introduced some classes of univex functions by relaxing the definition
of an invex function. Optimality and duality results are also obtained for a nonlinear mul-
tiobjective programming problem in [1].

In this paper, we extend the results of Zalmai and Zhang [7] to the classes of functions
introduced in Bector et al. [1]. This paper is organized as follows. In Section 2, we present
a few definitions and auxiliary results which will be needed in the sequel. In Section 3,
we consider two parametric duality models with somewhat limited constraint structures
and prove weak, strong, and strict converse duality theorems under appropriate generalized
(α, η, ρ)-V -univexity hypotheses. In Section 4, we consider two other duality models with
more general constraint structures which allow for a greater variety of generalized (α, η, ρ)-
V -univexity conditions under which duality can be established. We continue our discussion
of duality in Sections 5 and 6 where we use two partitioning schemes and consider four
generalized parametric duality models and obtain several duality results under various gen-
eralized (α, η, ρ)-V -univexity assumptions. Finally, in Section 7 we summarize our main
results.

2 Preliminaries

In this section, we recall some definitions and results which will be used in the sequel.

Let the function F = (F1, F2, . . . , FN ) : Rn → RN be differentiable at x∗. Let X be
a nonempty open subset of Rn, f : X → R, η : X × X → Rn, φ : R → R, and b :
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X × X × [0, 1] → R+, b = b (x, u, λ) . If the function f is differentiable, then b does not
depend on λ.

Throughout the paper, we use the following conventions for vectors in Rn. For a, b ∈ Rn,
the following order notation will be used: a = b if and only if ai = bi for all i ∈ m; a ≥ b if
and only if ai = bi for all i ∈ m, but a 6= b; a > b if and only if ai > bi for all i ∈ m and
a � b is the negation of a ≥ b.

Consider the multiobjective problem

(P ∗) Minimize
x∈F

F (x) = (F1(x), F2(x), . . . , Fp(x)) ,

where Fi, i ∈ p, are real valued functions defined on Rn.
Mishra and Porwal [3] introduced the following vector versions of the concepts of uni-

vexity.

Definition 2.1. The function F is said to be (strictly) (α, η, ρ̄)-V -univex at x∗ with respect
to b, φ and η if there exist functions b, φ, η and αi : Rn × Rn → R+\{0} ≡ (0,+∞), and
ρ̄i ∈ R, i ∈ N, such that for each x ∈ Rn(x 6= x∗),

b (x, x∗)φ [Fi(x)− Fi(x∗)] (>) = 〈αi(x, x∗)∇Fi(x∗), η(x, x∗)〉+ ρ̄i ‖x− x∗‖2 .

Definition 2.2. The function F is said to be (strictly) (β, η, ρ̃)-V -pseudounivex at x∗ with
respect to b, φ and η if there exist functions b, φ, η and βi : Rn × Rn → R+\{0}, i ∈ N and
ρ̃ ∈ R such that for each x ∈ Rn(x 6= x∗),〈

N∑
i=1

∇Fi(x∗), η(x, x∗)

〉
= −ρ̃ ‖x− x∗‖2

=⇒ b (x, x∗)φ

[
N∑
i=1

βi(x, x
∗)Fi(x)−

N∑
i=1

βi(x, x
∗)Fi(x

∗)

]
(>) = 0,

or equivalently,

b (x, x∗)φ

[
N∑
i=1

βi(x, x
∗)Fi(x)−

N∑
i=1

βi(x, x
∗)Fi(x

∗)

]
< 0

=⇒

〈
N∑
i=1

∇Fi(x∗), η(x, x∗)

〉
< −ρ̃ ‖x− x∗‖2 .

Definition 2.3. The function F is said to be (prestrictly) (γ, η, ρ̂)-V -quasiunivex at x∗ with
respect to b, φ and η if there exist functions b, φ, η and γi : Rn × Rn → R+\{0}, i ∈ N and
ρ̂ ∈ R such that for each x ∈ Rn,

b (x, x∗)φ

[
N∑
i=1

γi(x, x
∗)Fi(x)−

N∑
i=1

γi(x, x
∗)Fi(x

∗)

]
(<) 5 0
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=⇒

〈
N∑
i=1

∇Fi(x∗), η(x, x∗)

〉
5 −ρ̂ ‖x− x∗‖2 .

Definition 2.4. An element x∗ ∈ F is said to be an efficient solution of (P ∗) if there exists
no x ∈ F such that F (x) ≤ F (x∗) .

Zalmai and Zhang [5] derived the following necessary condition which will be used in the
sequel.

Theorem 2.1. Let x∗ ∈ F, let λ∗ = ϕ(x∗), for each i ∈ p, let fi and gi be continuously
differentiable at x∗, for each j ∈ q, let the function Gj (., t) be continuously differentiable at
x∗, for all t ∈ Tj , and for each k ∈ r, let the function Hk(., s) be be continuously differentiable
at x∗ for all s ∈ Sk. If x∗ is an efficient solution of (P ), if the generalized Guignard constraint
qualification holds at x∗, and if for each i0 ∈ p, the set cone({

∇Gj(x∗, t) : t ∈ T̂j(x∗), j ∈ q
}
∪
{
∇fi(x∗)− λ∗i∇gi(x∗) : i ∈ p, i 6= i0

})
+ span ({∇Hk(x∗, s) : s ∈ Sk, k ∈ r})

is closed, then there exist

u∗ ∈ U =

{
u ∈ Rp : u > 0,

p∑
i=1

ui = 1

}
,

and integers ν0 and ν, with 0 5 ν0 5 ν 5 n+ 1, such that there exist ν0 indices jm, with 1 5
jm 5 q, together with ν0 points tm ∈ T̂jm (x∗) ≡ {t ∈ Tjm : Gjm (x∗, t) = 0} , m ∈ ν0, ν−ν0

indices km, with 1 5 km 5 r, together with ν− ν0 points sm ∈ Skm for m ∈ ν\ν0, and ν real
numbers v∗m, with v∗m > 0 for m ∈ ν0, with the property that

p∑
i=1

u∗i [∇fi (x∗)− λ∗i∇gi (x∗)] +

ν0∑
m=1

v∗m∇Gjm (x∗, tm)

+

ν∑
m=ν0+1

v∗m∇Hkm (x∗, sm) = 0.

For brevity, we shall henceforth refer to an efficient solution x∗ ∈ F as a normal efficient
solution of (P) if the generalized Guignard constraint qualification is satisfied at x∗ and for
each i0 ∈ p,

set cone
({
∇Gj(x∗, t) : t ∈ T̂j(x∗), j ∈ q

}
∪
{
∇fi(x∗)− λ∗i∇gi(x∗) : i ∈ p, i 6= i0

})
+ span ({∇Hk(x∗, s) : s ∈ Sk, k ∈ r})

is closed, where

λ∗i =
fi(x

∗)

gi(x∗)
, i ∈ p.

In the remaining paper, we assume that the functions fi, gi, i ∈ p,Gj (., t) and Hk (., s)
are continuously differentiable on Rn for all t ∈ Tj , j ∈ q, and s ∈ Sk, k ∈ r. Throughout
this paper, we also assume that φ is linear with φ(x) ≥ 0⇒ x ≥ 0, unless otherwise stated.



On Duality for Semiinfinite Multiobjective . . . 195

3 Duality Model I

In this section, we consider a dual problem with a relatively simple constraint structure
and prove weak, strong, and strict converse duality theorems under (α, η, ρ)-V -univexity
conditions. Let

H =
{

(y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) : y ∈ Rn; u ∈ U ; λ ∈ Rp; 0 5 ν0 5 ν 5 n+ 1;

v ∈ Rν , vi > 0, 1 5 i 5 ν0; Jν0 = (j1, j2, . . . , jν0), 1 5 ji 5 q; Kν\ν0 =

(kν0+1 , . . . , kν), 1 5 ki 5 r; t̄ = (t1, t2, . . . , tν0), ti ∈ Tji ; s̄ = (sν0+1, . . . , sν), si ∈ Ski
}
.

Consider the two problems as follows:

(DI) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)

subject to

p∑
i=1

ui[∇fi(y)− λi∇gi(y)] +

ν0∑
m=1

vm∇Gjm(y, tm)

+

ν∑
m=ν0+1

vm∇Hkm(y, sm) = 0, (3.1)

ui[fi(y) − λgi(y)] +

ν0∑
m=1

vmGjm(y, tm) +

ν∑
m=ν0+1

vmHkm(y, sm) = 0, i ∈ p; (3.2)

(D̃I) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)

subject to (3.2) and

〈 p∑
i=1

ui[∇fi(y)− λi∇gi(y)] +

ν0∑
m=1

vm∇Gjm(y, tm)

+

ν∑
m=ν0+1

vm∇Hkm(y, sm), η (x, y)
〉
= 0 for all x ∈ F, (3.3)

We observe that (D̃I) is relatively more general than (DI) in the sense that any feasible
solution to (DI) is also feasible to (D̃I), while the converse may not be true.

Furthermore, we observe that (3.1) is a system of n equations, whereas (3.3) is a single
inequality. Clearly, from a computational point of view, (DI) is preferable to (D̃I) because
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of the dependence of (3.3) on the feasible set of (P). Despite these apparent differences,
it turns out that the statements and proofs of all the duality theorems for (P)-(DI) and
(P)-(D̃I) are almost identical and, therefore, we shall consider only the pair (P )-(DI).

The next two theorems show that (DI) is a dual problem for (P ).

Theorem 3.1. Let x and (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄)) be arbitrary feasible solutions of
(P ) and (DI), respectively, and assume that λ = 0 and that either one of the following two
sets of hypotheses is satisfied:

(a) (i) (f1, . . . , fp) is (θ, η, ρ̄)-V -univex at y with respect to b, φ and η;

(ii) (−g1, . . . ,−gp) is (ξ, η, ρ̃)-V -univex at y with respect to b, φ and η;

(iii)
(
v1Gj1 (., tν0) , . . . , vν0Gjν0 (., tν0)

)
is (π, η, ρ̂)-V -univex at y with respect to b, φ

and η;

(iv)
(
vν0+1Hkν0+1

(
., sν0+1

)
, . . . , vνHkν (., sν)

)
is (δ, η, ρ̆)-V -univex at y with respect

to b, φ and η;

(v) θi = ξj = πk = δl = σ for all i, j ∈ p, k ∈ ν0, and l ∈ ν\ν0;

(vi)
∑p
i=1 ui (ρ̄i + λiρ̃i) +

∑ν0
m=1 ρ̂m +

∑ν
m=ν0+1 ρ̆m = 0.

(b) The function (L1 (., u, v, λ, t̄, s̄) , . . . , Lp (., u, v, λ, t̄, s̄)) is (θ, η, 0)-V -pseudounivex at y
with respect to b, φ and η where

Li (z, u, v, λ, t̄, s̄) = ui

[
fi (z)− λigi (z) +

ν0∑
m=1

vmGjm (z, tm)

+

ν∑
m=ν0+1

vmHkm (z, sm)
]
, i ∈ p.

Then, ϕ(x) � λ.

Proof.
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(a) For u > 0 and λ = 0, we have

p∑
i=1

u∗i b (x, y)φ [fi (x)− λigi (x)]

=

p∑
i=1

u∗i b (x, y)φ {[fi (x)− fi (y)]− λi [gi (x)− gi (y)]} (since λ = φ (x))

=

p∑
i=1

ui {b (x, y)φ [fi (x)− fi (y)]− λib (x, y)φ [gi (x)− gi (y)]} (by the linearity of φ)

=
p∑
i=1

ui

[
σ (x, y) 〈∇fi (y)− λi∇gi (y) , η (x, y)〉+ (ρ̄i + λiρ̃i) ‖x− y‖2

]
(by(i), (ii) and(v))

= −σ (x, y)

〈
ν0∑
m=1

vm∇Gjm (y, tm) +

ν∑
m=ν0+1

vm∇Hkm (y, sm) , η (x, y)

〉

+

p∑
i=1

ui (ρ̄i + λiρ̃i) ‖x− y‖2 (by(3.1))

=
ν0∑
m=1

vm [Gjm (y, tm)−Gjm (x, tm)] +

ν∑
m=ν0+1

vm∇Hkm (y, sm)

+

[
p∑
i=1

ui (ρ̄i + λiρ̃i) +

ν0∑
m=1

ρ̂m +

ν∑
m=ν0+1

ρ̆m

]
‖x− y‖2

(by (iii), (iv), (v) and the primal feasibility of x)

=
ν0∑
m=1

vmGjm (y, tm)+

ν∑
m=ν0+1

vmHkm (y, sm) (by (vi) and the primal feasibility of x) .

Therefore, in view of (3.2), we have

p∑
i=1

u∗i b (x, y)φ [fi (x)− λigi (x)] = 0. (3.4)

Since u∗ > 0, and by the assumption on φ the above inequality implies that(
f1(x)− λ∗1g1(x), . . . , fp(x)− λ∗pgp(x)

)
� (0, . . . , 0) ,

which in turn implies that

ϕ (x) =

(
f1(x)

g1(x)
, . . . ,

fp(x)

gp(x)

)
�
(
λ∗1, . . . , λ

∗
p

)
= ϕ (x∗) .

This completes the proof.



198 S.K. Porwal and S.K. Mishra

(b) By our (θ, η, 0)-V -pseudounivexity assumption, (3.1) implies that

b (x, y)φ
[ p∑
i=1

θi (x, y)

{
ui [fi(x)− λigi(x)] +

ν0∑
m=1

vmGjm (x, tm) +

ν∑
m=ν0+1

vmHkm (x, sm)

}

−
p∑
i=1

θi (x, y)

{
ui [fi(y)− λigi(y)] +

ν0∑
m=1

vmGjm (y, tm) +

ν∑
m=ν0+1

vmHkm (y, sm)

}]
= 0.

Because of (3.2), the right-hand side of this inequality is greater than or equal to zero,
and so we have that

p∑
i=1

θi (x, y) b (x, y)φ
{
ui [fi(x)− λigi(x)] +

ν0∑
m=1

vmGjm (x, tm)

+

ν∑
m=ν0+1

vmHkm (x, sm)
}
= 0.

But x ∈ F and vm > 0 for each m ∈ ν0, and hence the above inequality reduces to

p∑
i=1

uiθi (x, y) b (x, y)φ [fi(x)− λigi(x)] = 0. (3.5)

Since u and θi (x, y) > 0, and by the assumption on φ, the above inequality implies
that

(f1(x)− λ1g1(x), . . . , fp(x)− λpgp(x)) � (0, . . . , 0) ,

which in turn implies that

ϕ (x) =

(
f1(x)

g1(x)
, . . . ,

fp(x)

gp(x)

)
� (λ1, . . . , λp) = λ.

Hence, proved.

�

Theorem 3.2. (Strong Duality). Let x∗ be a normal efficient solution of (P). Assume that
for each feasible solution (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄)) of (DI), either one of the two sets
of conditions specified in Theorem 3.1 is satisfied. Then there exist
u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗ such that
(
x∗, u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗
)

is an
efficient solution of (DI) and ϕ (x∗) = λ∗.

Proof. Since x∗ is a normal efficient solution of (P), by Theorem 2.1, there exist
u∗, v∗, λ∗ (= ϕ (x∗)) , ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗ such that
(
x∗, u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗
)

is a feasible solution of (DI). Since ϕ (x∗) = λ∗, the efficiency of(
x∗, u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗
)

for (DI) follows from Theorem 3.1.

We also have the following converse duality result for (P)-(DI).
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Theorem 3.3. (Strict Converse Duality). Let x∗ and
(
x̃, ũ, ṽ, λ̃, ν̃, ν̃0, Jν̃0 ,Kν̃\ν̃0 ,

¯̃t, ¯̃s
)

be

arbitrary feasible solutions of (P) and (DI), respectively, such that

p∑
i=1

ũib (x∗, x̃)φ
[
fi(x

∗)− λ̃igi(x∗)
]

= 0. (3.6)

Furthermore, assume that either one of the following two sets of hypotheses is satisfied:

(a) The assumptions of part (a) of Theorem 3.1 are satisfied for the feasible solution(
x̃, ũ, ṽ, λ̃, ν̃, ν̃0, Jν̃0 ,Kν̃\ν̃0 ,

¯̃t, ¯̃s
)

of (DI), (f1, . . . , fp) is strictly (θ, η, ρ̄)-V -univex at

x̃ with respect to b, φ and η; or (−g1, . . . ,−gp) is strictly (ξ, η, ρ̃)-V -univex at x̃ with
respect to b, φ and η; or

(
ṽ1Gj1

(
., t̃1
)
, . . . , ṽν̃0Gjν̃0

(
., t̃ν̃0

))
is strictly (π, η, ρ̂)-V -univex

at x̃ with respect to b, φ and η; or
(
ṽν̃0+1Hkν̃0+1

(
., s̃ν̃0+1

)
, . . . , ṽν̃Hkν̃

(
., s̃ν̃

))
is strictly

(δ, η, ρ̆)-V -univex at x̃ with respect to b, φ and η; or

p∑
i=1

ũi

(
ρ̄i + λ̃iρ̃i

)
+

ν̃0∑
m=1

ṽmρ̂m +

ν̃∑
m=ν̃0+1

ρ̆m > 0.

(b) The function L
(
., ũ, ṽ, λ̃, ¯̃t, ¯̃s

)
is strictly (θ, η, 0)-V -pseudounivex at x̃ with respect to

b, φ and η.

Then, x̃ = x∗ and ϕ (x∗) = λ̃.

Proof. (a) Suppose to the contrary that x̃ 6= x∗. Now proceeding as in the proof of
Theorem 3.1 (with x replaced by x∗ and (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) by(
x̃, ũ, ṽ, λ̃, ν̃, ν̃0, Jν̃0 ,Kν̃\ν̃0 ,

¯̃t, ¯̃s
)

) and using any of the conditions set forth above, we arrive

at the strict inequality

p∑
i=1

ũib (x∗, x̃)φ
[
fi(x

∗)− λ̃igi(x∗)
]
> 0,

which is contradiction to (3.6). Therefore, we conclude that x̃ = x∗ and ϕ (x∗) = λ̃.

(b) The proof is similar to that of part (a).

4 Duality Model II

In this section, we consider certain variants of (DI) and (D̃I) that allow for a greater vari-
ety of generalized (α, η, ρ)-V -univexity conditions under which duality can be established.
These duality models have the following forms:

(DII) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)
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subject to (3.1) and
p∑
i=1

ui[fi(y)− λigi(y)] = 0, i ∈ p, (4.1)

Gjm(y, tm) = 0, m ∈ ν0, (4.2)

vmHkm(y, sm) = 0, m ∈ ν\ν0; (4.3)

(D̃II) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)

subject to (3.3) and (4.1)-(4.3).

The remarks and observations made earlier about the relationships between (DI) and
(D̃I) are, of course, also valid for (DII) and (D̃II) Since the constraint inequalities of (DII)
are formed by splitting the inequality (3.2) into three inequalities (4.1)-(4.3), it is clear that
Theorems 3.1-3.3 are valid for the pair (P)-(DII). Below, we shall establish some duality
results in which various generalized (α, η, ρ)-V -univexity requirements will be placed on the
vector function (ε1 (., λ, u) , . . . , εp (., λ, u)) , where for each i ∈ p the component function
εi (., λ, u) is defined, for fixed λ and u, on Rn by

εi (z, λ, u) = uib (z, y)φ [fi(z)− λigi(z)] .

Theorem 4.1. Let x and (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) be arbitrary feasible solutions of
(P) and (DII), respectively, and assume that any one of the following four sets of hypotheses
is satisfied:

(a) (i) (ε1 (., λ, u) , . . . , εp (., λ, u)) , is (θ, η, ρ)-V-pseudounivex at y with respect to b, φ
and η;

(ii)
(
v1Gj1

(
., t1
)
, . . . , vν0Gjν0 (., tν0)

)
is (π, η, ρ̃)-V -quasiunivex at y with respect to

b, φ and η;

(iii)
(
vν0+1Hkν0+1

(
., sν0+1

)
, . . . , vνHkν (., sν)

)
is (δ, η, ρ̂)-V -quasiunivex at y with re-

spect to b, φ and η;

(iv) ρ+ ρ̃+ ρ̂ = 0;

(b) (i) (ε1 (., λ, u) , . . . , εp (., λ, u)) , is prestrictly (θ, η, ρ)-V-quasiunivex at y with respect
to b, φ and η;

(ii)
(
v1Gj1

(
., t1
)
, . . . , vν0Gjν0 (., tν0)

)
is (π, η, ρ̃)-V -quasiunivex at y with respect to

b, φ and η;

(iii)
(
vν0+1Hkν0+1

(
., sν0+1

)
, . . . , vνHkν (., sν)

)
is (δ, η, ρ̂)-V -quasiunivex at y with re-

spect to b, φ and η;

(iv) ρ+ ρ̃+ ρ̂ > 0;

(c) (i) (ε1 (., λ, u) , . . . , εp (., λ, u)) , is prestrictly (θ, η, ρ)-V-quasiunivex at y with respect
to b, φ and η;
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(ii)
(
v1Gj1

(
., t1
)
, . . . , vν0Gjν0 (., tν0)

)
is strictly (π, η, ρ̃)-V -pseudounivex at y with

respect to b, φ and η;

(iii)
(
vν0+1Hkν0+1

(
., sν0+1

)
, . . . , vνHkν (., sν)

)
is (δ, η, ρ̂)-V -quasiunivex at y with re-

spect to b, φ and η;

(iv) ρ+ ρ̃+ ρ̂ = 0;

(d) (i) (ε1 (., λ, u) , . . . , εp (., λ, u)) , is prestrictly (θ, η, ρ)-V-quasiunivex at y with respect
to b, φ and η;

(ii)
(
v1Gj1

(
., t1
)
, . . . , vν0Gjν0 (., tν0)

)
is (π, η, ρ̃)-V -quasiunivex at y with respect to

b, φ and η;

(iii)
(
vν0+1Hkν0+1

(
., sν0+1

)
, . . . , vνHkν (., sν)

)
is (δ, η, ρ̂)-V -pseudounivex at y with

respect to b, φ and η;

(iv) ρ+ ρ̃+ ρ̂ = 0.

Then, ϕ (x) � λ.

Proof. (a) Because of (4.2) and the primal feasibility of x, we have Gjm (x, tm) 5 0 =
Gjm (x∗, tm) , and hence

b (x, y)φ

[
ν0∑
m=1

vmπm (x, y)Gjm (x, tm)−
ν0∑
m=1

vmπm (x, y)Gjm (y, tm)

]
5 0,

which in view of (ii) implies that〈
ν0∑
m=1

vm∇Gjm (y, tm) , η (x, y)

〉
5 −ρ̃ ‖x− y‖2 . (4.4)

Similarly, we can show that our assumptions in (iii) combined with the feasibility of x and
(4.3) lead to the following inequality:〈

ν∑
m=ν0+1

vm∇Hkm (y, sm) , η (x, y)

〉
5 −ρ̂ ‖x− y‖2 . (4.5)

Now because of (4.4), (4.5) and (iv), (3.1) reduces to〈
p∑
i=1

ui [∇fi(y)− λi∇gi(y)] , η (x, y)

〉
5 −ρ ‖x− y‖2 , (4.6)

which in view of (i) implies that

b (x, y)φ

[
p∑
i=1

u∗i θi(x, y) [fi(x)− λigi(x)]−
p∑
i=1

uiθi(x, y) [fi(y)− λigi(y)]

]
= 0, (4.7)

where the equality follows from (4.1). In the proof of part (b) of Theorem 3.1, it was shown
that this inequality leads to the desired conclusion that ϕ(x) � λ. (b)-(d) The proofs are
similar to that of part (a).



202 S.K. Porwal and S.K. Mishra

�

The proof of the following theorem follows along the line of the proof of Theorem 3.2.

Theorem 4.2. (Strong Duality). Let x∗ be a normal efficient solution of (P). Assume that
for each feasible solution (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) of (DII), any one of the four sets
of conditions specified in Theorem 4.1 is satisfied. Then there exist
u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗ such that
(
x∗, u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗
)

is an
efficient solution of (DII) and ϕ (x∗) = λ∗.

We also have the following converse duality result for (P)-(DII).

Theorem 4.3. (Strict Converse Duality). Let x∗ and ω̃ ≡
(
x̃, ũ, ṽ, λ̃, ν̃, ν̃0, Jν̃0 ,Kν̃\ν̃0 ,

¯̃t, ¯̃s
)

be arbitrary feasible solutions of (P) and (DII), respectively, such that

p∑
i=1

ũib (x∗, x̃)φ
[
fi(x

∗)− λ̃igi(x∗)
]

= 0. (4.8)

(a) The assumptions specified in part (a) of Theorem 4.1 are satisfied for the feasible so-

lution ω̃, and the function
(
ε1

(
., λ̃, ũ

)
, . . . , εp

(
., λ̃, ũ

))
, is strictly (θ, η, ρ)-V -pseudo

univex at x̃ with respect to b, φ and η;

(b) The assumptions specified in part (b) of Theorem 4.1 are satisfied for the feasible

solution ω̃, and the function
(
ε1

(
., λ̃, ũ

)
, . . . , εp

(
., λ̃, ũ

))
, is (θ, η, ρ)-V -quasiunivex

at x̃ with respect to b, φ and η;

(c) The assumptions specified in part (c) of Theorem 4.1 are satisfied for the feasible

solution ω̃, and the function
(
ε1

(
., λ̃, ũ

)
, . . . , εp

(
., λ̃, ũ

))
, is (θ, η, ρ)-V -quasiunivex

at x̃ with respect to b, φ and η;

(d) The assumptions specified in part (d) of Theorem 4.1 are satisfied for the feasible

solution ω̃, and the function
(
ε1

(
., λ̃, ũ

)
, . . . , εp

(
., λ̃, ũ

))
, is (θ, η, ρ)-V -quasiunivex

at x̃ with respect to b, φ and η.

Then, x̃ = x∗ and ϕ (x∗) = λ̃.

Proof. The proof is similar to that of Theorem 3.3.

5 Duality Model III

In this section, we discuss several families of duality results under various generalized
(α, η, ρ)-V -univexity hypotheses imposed on certain vector functions whose components are
formed by considering different combinations of the problem functions. This is accomplished
by employing a partitioning scheme which was originally proposed in [2] for the purpose of
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constructing generalized dual problems for nonlinear programming problems. For this we
need some additional notation.

Let ν0 and ν be integers, with 1 5 ν0 5 ν 5 n + 1, and let {J0, J1, . . . , JM} and
{K0,K1, . . . ,KM} be partitions of the sets ν0 and ν\ν0 respectively; thus,Ji ⊆ ν0 for each
i ∈ M

⋃
{0}, Ji

⋂
Jj = φ for each i, j ∈ M

⋃
{0} with i 6= j, and

⋃m
i=0 Ji = ν0. Obviously,

similar properties hold for {K0,K1, . . . ,KM} Moreover, if m1 and m2 are the members of
the partitioning sets of ν0 and ν\ν0, respectively, then M = max{m1,m2} and Ji = φ or
Ki = φ for i > min{m1,m2}.

In addition, we use the real-valued functions Φi (., λ, u, v, t̄, s̄) , i ∈ p, and Λτ (., v, t̄, s̄) , τ ∈
M, defined for fixed u, v, λ, t̄ ≡

(
t1, t2, . . . , tν0

)
, and s̄ ≡

(
sν0+1, sν0+2, . . . , sν

)
, on Rn as

follows:

Φi (z, λ, u, v, t̄, s̄) = ui

[
fi (z)− λigi (z) +

∑
m∈J0

vmGjm (z, tm) +
∑
m∈k0

vmHkm (z, sm)

]
, i ∈ p,

Λτ (z, v, t̄, s̄) =
∑
m∈Jτ

vmGjm (z, tm) +
∑
m∈kτ

vmHkm (z, sm) , τ ∈M.

Making use of the sets and functions defined above, we can state our general duality
models as follows:

(DIII) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)

subject to (3.1) and

fi(y)− λgi(y) +
∑
m∈J0

vmGjm(y, tm) +
∑
m∈K0

vmHkm(y, sm) = 0, i ∈ p, (5.1)

∑
m∈Jτ

vmGjm (z, tm) +
∑
m∈kτ

vmHkm (z, sm) = 0, τ ∈M. (5.2)

(D̃III) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)

subject to (3.3), (5.1) and (5.2).

The remarks made earlier about the relationships between (DI) and (D̃I) are, of course,
also valid for (DIII) and (D̃III).

Theorem 5.1. Let x and (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) be arbitrary feasible solutions of
(P) and (DIII), respectively, and assume that any one of the following three sets of hypotheses
is satisfied:
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(a) (i) (Φ1 (., u, v, λ, t̄, s̄) , . . . ,Φp (., u, v, λ, t̄, s̄)) is (θ, η, ρ̄)-V -pseudounivex at y with re-
spect to b, φ and η;

(ii) (Λ1 (., v, t̄, s̄) , . . . ,ΛM (., v, t̄, s̄)) is (π, η, ρ̃)-V -quasiunivex at y with respect to b, φ
and η;

(iii) ρ̄+ ρ̃ = 0;

(b) (i) (Φ1 (., u, v, λ, t̄, s̄) , . . . ,Φp (., u, v, λ, t̄, s̄)) is prestrictly (θ, η, ρ̄)-V -quasiunivex at y
with respect to b, φ and η;

(ii) (Λ1 (., v, t̄, s̄) , . . . ,ΛM (., v, t̄, s̄)) is (π, η, ρ̃)-V -quasiunivex at y with respect to b, φ
and η;

(iii) ρ̄+ ρ̃ > 0;

(c) (i) (Φ1 (., u, v, λ, t̄, s̄) , . . . ,Φp (., u, v, λ, t̄, s̄)) is prestrictly (θ, η, ρ̄)-V -quasiunivex at y
with respect to b, φ and η;

(ii) (Λ1 (., v, t̄, s̄) , . . . ,ΛM (., v, t̄, s̄)) is strictly (π, η, ρ̃)-V -pseudounivex at y with re-
spect to b, φ and η;

(iii) ρ̄+ ρ̃ = 0.

Then, ϕ (x) � λ .

Proof. (a) It is clear that (3.1) can be expressed as follows:

p∑
i=1

ui

[
∇fi (y)− λi∇gi (y) +

∑
m∈J0

vm∇Gjm (y, tm) +
∑
m∈K0

vm∇Hkm (y, sm)

]

+

M∑
τ=1

[ ∑
m∈Jτ

vm∇Gjm (y, tm) +
∑
m∈Kτ

vm∇Hkm (y, sm)

]
= 0. (5.3)

Since x, x∗ ∈ F and m ∈ ν0, and (5.2) hold, it follows that for each τ ∈M,

Λτ (x, v, t̄, s̄) =
∑
m∈Jτ

vmGjm (x, tm) +
∑
m∈Kτ

vmHkm (x, sm) 5 0

=
∑
m∈Jτ

vmGjm (y, tm) +
∑
m∈Kτ

vmHkm (y, sm)

= Λτ (y, v, t̄, s̄) ,

and hence

b (x, y)φ

[
M∑
τ=1

πτ (x, y)Λτ (x, v, t̄, s̄)−
M∑
τ=1

πτ (x, y)Λτ (y, v, t̄, s̄)

]
5 0,

which because of (ii) implies that〈
M∑
τ=1

[ ∑
m∈Jτ

vm∇Gjm (y, tm) +
∑
m∈Kτ

vm∇Hkm (y, sm)

]
, η (x, y)

〉
5 −ρ̃ ‖x− y‖2 , (5.4)
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Combining (5.3) and (5.4), and using (iii) we get〈
p∑
i=1

ui

[
∇fi (y)− λi∇gi (y) +

∑
m∈J0

vm∇Gjm (y, tm) +
∑
m∈K0

vm∇Hkm (y, sm)

]
, η (x, y)

〉
= ρ̃ ‖x− y‖2 = ρ̄ ‖x− y‖2 , (5.5)

which by virtue of (i) implies that

b (x, y)φ

[
p∑
i=1

θi(x, y)Φi (x, u, v, λ, t̄, s̄)−
p∑
i=1

θi(x, y)Φi (y, u, v, λ, t̄, s̄)

]
= 0. (5.6)

Since x ∈ F, vm > 0,m ∈ ν0, and (5.2) holds, it follows that for each

p∑
i=1

uiθi (x, y) b (x, y)φ [fi(x)− λigi(x)] = 0.

Now using this inequality, as in the proof of Theorem 3.1, we obtain ϕ (x) � λ.
(b) Proceeding in exactly the same manner as in the proof of part (a), we obtain (5.5)

in which the second inequality is strict. By (i), this implies that (5.6) holds and, therefore,
the rest of the proof is identical to that of part (a).

(c) The proof is similar to those of parts (a) and (b).

The proof of the following theorem follows along the line of the proof of Theorem 3.2.

Theorem 5.2. (Strong Duality). Let x∗ be a normal efficient solution of (P). Assume that
for each feasible solution (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) of (DIII), any one of the three sets
of conditions specified in Theorem 5.1 is satisfied. Then there exist
u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗ such that
(
x∗, u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗
)

is an
efficient solution of (DIII) and ϕ (x∗) = λ∗.

We also have the following converse duality result for (P)-(DIII).

Theorem 5.3. (Strict Converse Duality). Let x∗ and ω̃ ≡
(
x̃, ũ, ṽ, λ̃, ν̃, ν̃0, Jν̃0 ,Kν̃\ν̃0 ,

¯̃t, ¯̃s
)

be arbitrary feasible solutions of (P) and (DIII), respectively, such that

p∑
i=1

ũib (x∗, x̃)φ
[
fi(x

∗)− λ̃igi(x∗)
]

= 0. (5.7)

Furthermore, assume that any one of the following three sets of hypotheses is satisfied:

(a) The assumptions specified in part (a) of Theorem 5.1 are satisfied for the feasible solu-

tion ω̃, and the function
(

Φ1

(
., ũ, ṽ, λ̃, ¯̃t, ¯̃s

)
, . . . ,Φp

(
., ũ, ṽ, λ̃, ¯̃t, ¯̃s

))
is strictly (θ, η, ρ̄)-

V -pseudounivex at x̃ with respect to b, φ and η.
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(b) The assumptions specified in part (b) of Theorem 5.1 are satisfied for the feasible

solution ω̃, and the function
(

Φ1

(
., ũ, ṽ, λ̃, ¯̃t, ¯̃s

)
, . . . ,Φp

(
., ũ, ṽ, λ̃, ¯̃t, ¯̃s

))
is (θ, η, ρ̄)-V -

quasiunivex at x̃ with respect to b, φ and η.

(c) The assumptions specified in part (c) of Theorem 5.1 are satisfied for the feasible

solution ω̃, and the function
(

Φ1

(
., ũ, ṽ, λ̃, ¯̃t, ¯̃s

)
, . . . ,Φp

(
., ũ, ṽ, λ̃, ¯̃t, ¯̃s

))
is (θ, η, ρ̄)-V -

quasiunivex at x̃ with respect to b, φ and η.

Then, x̃ = x∗ and ϕ (x∗) = λ̃.

Proof. The proof is similar to that of Theorem 3.3.

Each one of the three sets of results given in Theorem 5.1 can be viewed as a family
of duality results whose members can easily be identified by appropriate choices of the
partitioning sets and Jµ and Kµ, µ ∈M

⋃
{0}.

6 Duality Model IV

In this section, we discuss another collection of duality results for (P) which are differ-
ent from those stated in Theorem 5.1. In the formulations of these duality results, we
utilize a partition of p in addition to those of ν0 and ν\ν0 It appears that this partition-
ing scheme was first proposed in [4] for a multiobjective fractional programming prob-
lem with a finite number of constraints. In our theorems, we impose appropriate gen-
eralized (α, η, ρ)-V -univexity requirements on certain vector functions whose components
comprise some combinations of the functions involving εi (., λ, u) , i ∈ p,Gj , j ∈ q and
Hk, k ∈ r. Let {I0, I1, . . . , Id} , {J0, J1, . . . , Je} and {K0,K1, . . . ,Ke} , be partitions of p, ν0

and ν\ν0, respectively, such that D = {0, 1, . . . , d} ⊂ E = {0, 1, . . . , e}, and let the function
Πτ (., u, v, λ, t̄, s̄) : Rn → R be defined, for fixed u, v, λ, t̄ and s̄, by

Πτ (z, u, v, λ, t̄, s̄) =
∑
i∈Iτ

ui [fi(z)− λigi(z)]

+
∑
m∈Jτ

vmGjm (z, tm) +
∑
m∈Kτ

vmHkm (z, sm) , τ ∈ D.

Making use of the sets and functions defined above, we consider the following problems:

(DIV ) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)

subject to (3.1) and∑
i∈Iτ

ui [fi(y)− λgi(y)] +
∑
m∈Jτ

vmGjm(y, tm) +
∑
m∈Kτ

vmHkm(y, sm) = 0, τ ∈ D, (6.1)

∑
m∈Jτ

vmGjm (z, tm) +
∑
m∈kτ

vmHkm (z, sm) = 0, τ ∈ E\D. (6.2)
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(D̃IV ) sup
(y,u,v,λ,ν,ν0,Jν0 ,Kν\ν0 ,t̄,s̄)∈H

λ = (λ1, . . . , λp)

subject to (3.3), (6.1) and (6.2).

The remarks and observations made earlier about the relationships between (DI) and
(D̃I) are, of course, also valid for (DIV ) and (D̃IV ).

The next two theorems show that (DIV ) is a dual problem for (P).

Theorem 6.1. Let x and (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) be arbitrary feasible solutions of
(P) and (DIV), respectively, and assume that any one of the following three sets of hypotheses
is satisfied:

(a) (i) (Π0 (., u, v, λ, t̄, s̄) , . . . ,Πd (., u, v, λ, t̄, s̄)) is (θ, η, ρ̄)-V -pseudounivex at y with re-
spect to b, φ and η;

(ii) (Λd+1 (., v, t̄, s̄) , . . . ,Λe (., v, t̄, s̄)) is (π, η, ρ̃)-V -quasiunivex at y with respect to
b, φ and η;

(iii) ρ̄+ ρ̃ = 0;

(b) (i) (Π0 (., u, v, λ, t̄, s̄) , . . . ,Πd (., u, v, λ, t̄, s̄)) is prestrictly (θ, η, ρ̄)-V -quasiunivex at y
with respect to b, φ and η;

(ii) (Λd+1 (., v, t̄, s̄) , . . . ,Λe (., v, t̄, s̄)) is strictly (π, η, ρ̃)-V -pseudounivex at y with re-
spect to b, φ and η;

(iii) ρ̄+ ρ̃ = 0;

(c) (i) (Π0 (., u, v, λ, t̄, s̄) , . . . ,Πd (., u, v, λ, t̄, s̄)) is prestrictly (θ, η, ρ̄)-V -quasiunivex at y
with respect to b, φ and η;

(ii) (Λd+1 (., v, t̄, s̄) , . . . ,Λe (., v, t̄, s̄)) is (π, η, ρ̃)-V -quasiunivex at y with respect to
b, φ and η;

(iii) ρ̄+ ρ̃ > 0.

Then, ϕ (x) � λ.

Proof. (a) Suppose to the contrary that ϕ (x̄) ≤ λ. Then

fi(x)− λigi(x) 5 0, i ∈ p,

with strict inequality holding for at least one index i ∈ p. Since u > 0, we see that for each
τ ∈ D, ∑

i∈Iτ

ui [fi(x)− λigi(x)] 5 0, (6.3)

with strict inequality holding for at least one index τ ∈ D.
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Now using this inequality, we see that

Πτ (x, u, v, λ, t̄, s̄)

=
∑
i∈Iτ

ui [fi(x)− λigi(x)] +
∑
m∈Jτ

vmGjm (x, tm) +
∑
m∈Kτ

vmHkm (x, sm)

5
∑
i∈Iτ

ui [fi(x)− λigi(x)]
(
by the feasibility of x and positivity ofvm,m ∈ ν0

)
5 0, (by(6.3))

=
∑
i∈Iτ

ui [fi(y)− λigi(y)] +
∑
m∈Jτ

vmGjm (y, tm) +
∑
m∈Kτ

vmHkm (y, sm)

= Πτ (y, u, v, λ, t̄, s̄) ,

with strict inequality holding for at least one index τ ∈ D, and hence

b (x, y)φ

[∑
τ∈D

θτ (x, y)Πτ (x, u, v, λ, t̄, s̄)−
∑
τ∈D

θτ (x, y)Πτ (y, u, v, λ, t̄, s̄)

]
< 0,

which in view of (i) implies that

〈 p∑
i=1

ui [∇fi (y)− λi∇gi (y)] +
∑
τ∈D

[ ∑
m∈Jτ

vm∇Gjm (y, tm) +
∑
m∈Kτ

vm∇Hkm (y, sm)

]
, η (x, y)

〉
< −ρ̄ ‖x̄− y‖2 . (6.4)

As shown in the proof of Theorem 5.1, for each τ ∈ E\D, Λτ (x, v, t̄, s̄) 5 Λτ (y, v, t̄, s̄) , and
hence

b (x, y)φ

 ∑
τ∈E\D

πτ (x, y)Λτ (x, v, t̄, s̄)−
∑

τ∈E\D

πτ (x, y)Λτ (y, v, t̄, s̄)

 5 0,

which in view of (ii) implies that〈∑
τ∈D

[ ∑
m∈Jτ

vm∇Gjm (y, tm) +
∑
m∈Kτ

vm∇Hkm (y, sm)

]
, η (x, y)

〉
5 −ρ̃ ‖x− y‖2 . (6.5)

Now combining (6.4) and (6.5) and using (iii), we see that〈
p∑
i=1

ui [∇fi (y)− λi∇gi (y)] +

ν0∑
m=1

vm∇Gjm (y, tm) +

ν∑
mν0+1

vm∇Hkm (y, sm) , η (x, y)

〉
< − (ρ̄+ ρ̃) ‖x− y‖2 5 0,

which contradicts (3.1). Therefore, ϕ (x) � λ.
(b) and (c): The proofs are similar to that of part (a).
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The proof of the following theorem follows along the line of the proof of Theorem 3.2.

Theorem 6.2. (Strong Duality). Let x∗ be a normal efficient solution of (P). Assume that
for each feasible solution (y, u, v, λ, ν, ν0, Jν0 ,Kν\ν0 , t̄, s̄) of (DIV), any one of the three sets
of conditions specified in Theorem 6.1 is satisfied. Then there exist
u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗ such that
(
x∗, u∗, v∗, λ∗, ν∗, ν∗0 , Jν∗0 ,Kν∗\ν∗0 , t̄

∗, s̄∗
)

is an
efficient solution of (DIV ) and ϕ (x∗) = λ∗.

7 Concluding Remarks

In this paper, we have established several weak, strong and converse duality results under
various generalized (α, η, ρ)-V -univexity hypotheses for a semiinfinite multiobjective frac-
tional programming problem. It indicates that all these results are new in the area of
semiinfinite programming.
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