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87020-900, Maringá, PR, Brazil
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Abstract

In this paper we are considering a scaled linear system and presenting a result of
equivalence between Broyden’s Method and Block ABS Method applied to this sys-
tem. As consequence, we have an alternative proof of finite termination for Broyden’s
method [6].
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1 Introduction

The study about methods for solving linear systems is not new, but the growing emergence
of real-world problems formulated under this optics has made these studies focused on
practical efficacy and theoretical development of these methods. There are several work
about this subject and we recommend [7, 5, 10, 8] and the references therein.

In this paper we are approaching one generalization of ABS methods. This class was
proposed to solve determined and undetermined linear systems by J. Abaffy, C. Broyden
and E. Spedicato [3], in 1984.

In [2], Abaffy and Spedicato proved that ABS methods (introduced in [3]) when used
for n-squared systems and by certain choices of parameters have the property that 2 steps
of Broyden’s method are equivalent to one step of ABS method. Since ABS methods have
finite termination, they showed an alternative proof of finite termination for Broyden’s
methods, complementing the early results proposed by Gay [6] in 1979.

Recently, Adib [4] by considering a scaled version of ABS methods for systems of type:

V TAx = V T b, (1)
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where V = Vn×n is nonsingular, proved that by certain choice of parameters this version of
ABS algorithm is related to Broyden’s method too. Scaled linear systems appears naturally
in ill-conditioned problems so it is a relevant topic in several practical algorithms.

Another important contribution given in [2] is the introduction of Block ABS methods
class for solving scaled linear systems. In i-step ABS method we find the solution for the
i− 1 first equations. The Block ABS method is more flexible than ABS method because
we can choose many equations to solve in each step. This flexible feature is obtained by
segmentation of certain matrix by certain submatrix.

The goal of this paper is to consider the scaled system 1 and show an equivalence be-
tween Broyden’s algorithm and Block ABS methods. Consequently we are complementing
the results given in [4].

2 Background Material

Consider the linear system of equation Ax = b, where A ∈ Rn×n, b ∈ Rn and x ∈ Rn. Let
g : Rn → R defined by g(x) = Ax− b. We begin this section by describing the Broyden’s
method (Algorithm 1).

Algorithm 1 Broyden’s algorithm (see [6])

1: Choose a vector x0 ∈ Rn as an initial guess and H0 ∈ Rn×n as nonsingular matrix
2: for k = 0, 1, 2, ... do
3: Compute sk = −Hkg(xk)
4: Update xk+1 = xk + sk
5: Compute ck = g(xk+1)− g(xk)
6: if ck = 0 then
7: Hk+1 = Hk

8: else
9: Choose zk ∈ Rn such that zk

T ck = 1 and zk
TH−1sk 6= 0

10: Update Hk+1 = Hk + (sk −Hkyk)zk
T

11: end if
12: end for

Note that Hk is a nonsingular matrix for all k. Furthermore, considering the difference
between g(xk+1) and g(xk), we have:

ck = g(xk+1)− g(xk) = Axk+1 − b− (Axk − b) = Ask = −AHkg(xk).

Consequently,

g(xk+1) = g(xk) + ck = g(xk)−AHkg(xk) = (I −AHk)g(xk).

Let us define Fk = I−AHk and to present an important property related to this sequence.

Lemma 1. Let us suppose k ≤ 2n − 1 odd. Let ck 6= 0,zTk cj−1 6= 0, j = 1, ..., k, z0 ∈
Im(F T

0 ), F0 = I−AH0 ∈ Rn×n is nonsingular and l ≤ 2n−1 are odd indices. Then there
exits a sequence {tl} of linearly independent vectors satisfying

tT1 Fj = 0, ∀j ≥ 1,

tTl Fj = tTl−2, l = 3, 5, 7, ..., k,∀j ≥ l.

Moreover tTi g(xj) = 0, j = i + 1, i + 2, ..., k.
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Proof. We recommend [9] for a detailed proof.

To elucidate the idea of Block scaled ABS method let us consider the Algorithm 2.

Algorithm 2 Block ABS algorithm (see [2])

1: Choose a vector y0 ∈ Rn as an initial guess, K0 ∈ Rn×n, V = [V0 V1...Vr] ∈ Rn×n as
nonsingular matrix and Vk ∈ Rn×sk , k = 1, .., r where s1 + ... + sr = n

2: for k = 0, 1, 2, ..., r do
3: Choose Zk ∈ Rn×n and qk ∈ Rsk such that

V T
k APkqk = V T

k gk where

Pk = KT
k Zk and gk = Ayk − b ∈ Rn

4: Update yk+1 = yk − Pkqk
5: Choose Wk ∈ Rn×sk satisfying [W T

k KkA
TVk] = Isk×sk

6: Update Kk by
Kk+1 = Kk −KkA

TVkW
T
k Kk ∈ Rn×n.

7: end for

By simplicity we are considering gk = g(xk). Related to Algorithm 2, we have impor-
tant properties.

Lemma 2. The following conditions hold:

i. KjA
TVk = 0, ∀k < j;

ii. KiKj = KjKi = Kj if i ≤ j;

iii. If A is full rank then

rank(KkA
TVk|KkA

TVk+1| . . . |KkA
TVr) = n− (s0 + s1 + . . . sk−1);

iv. If A ∈ Rn×n is nonsingular, then

KkA
kVj , j > k spans Im(Kk) and

ATVj , j > k spans Kernel(Kk).

Proof. We recommend [1].

3 Main Result

This section is devoted to show an important relation between Broyden’s Algorithm and
Block ABS Algorithm. This relationship is formalized by the following theorem.

Theorem 1. Consider Ax = b a linear system where A ∈ Rn×n is nonsingular. Let zk and
ck as defined in Broyden’s algorithm satisfying the Lemma 1. Let (x0, H0) and (y0,K0)
initial choices for Algorithm 1 and 2 respectively with x0 = y0. Then, for 2mj steps of
Algorithm 1 it is possible to find Zj ,Wj and Vj such that

x2mj = yj+1

where mj is the number of columns of V j = [V0 V1...Vj ]. Consequently,

x2mr = yr+1, where mr = n.
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Proof. Let V = (t1 t3...t2n−1) with vectors t′is linearly independent which satisfy the
Lemma 1. The proof will be made using induction arguments on indices of x and y. First,
we will show there exist some choices of parameters in Algorithm 2 that obtain:

x2m0 = y1, (2)

where m0 represents the number of columns of V0 defined by V0 ∈ Rn×m0 . Now, using
Algorithm 1 we have

xp+1 = xp + sp with sp = −Hpgp. (3)

Consequently

x2m0 = x0 − d1, where d1 =

2m0−1∑
i=1

Higi. (4)

By step 2 of Algorithm 2 we have

y1 = y0 −KT
0 Z0q0. (5)

So, we need to show that there exist choices for Z0, q0 such that

KT
0 Z0q0 = d1 (6)

and
V T
0 AK0Z0q0 = V T

0 g0. (7)

The choices to satisfy (6) follow immediately from nonsingularity of K0. Thus we need
to show that these choices satisfy (7). In this case, we need to prove that

V T
0 Ad1 = V T

0 g0.

In fact,

V T
0 Ad1 = V T

0 A

(
2m0−1∑
i=0

Higi

)
=

2m0−1∑
i=0

V T
0 AHigi (8)

or equivalently

V T
0 Ad1 =



2m0−1∑
i=0

tT1 AHigi

2m0−1∑
i=0

tT3 AHigi

...
2m0−1∑
i=0

tT2m0−1AHigi


.

Using Lemma 1 we have
tT1 = tT1 AHj , ∀j ≥ 1, (9)

...

(tTk − tTk−2) = tTkAHj , ∀j ≥ k ≥ 3, (10)

tTk gj = 0, ∀j > k. (11)
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Consequently,

2m0−1∑
i=0

tT1 AHigi = tT1 AH0g0 + tT1 AH1g1 +

2m0−1∑
i=2

tT1 AHigi (12)

= tT1 AH0g0 + tT1 AH1g1 +

2m0−1∑
i=2

tT1 gi (13)

= tT1 AH0g0 + tT1 AH1g1. (14)

By Algorithm 1 we have that gk+1 = (I −AHk)gk, for all k ≥ 0. Thus

2m0−1∑
i=0

tT1 AHigi = tT1 AH0g0 + tT1 AH1(I −AH0)g0

= tT1 AH0g0 + tT1 (I −AH0)g0
= tT1 AH0g0 + tT1 g0 − tT1 AH0g0
= tT1 g0.

(15)

For the general case, let’s consider j ≤ 2m0 − 1 and odd. Therefore

2m0−1∑
i=0

tTj AHigi =

j∑
i=0

tTj AHigi +

2m0−1∑
i=j+1

tTj AHigi

=

j∑
i=0

tTj AHigi +

2m0−1∑
i=j+1

(tTj − tTj−2)gi

=

j∑
i=0

tTj AHigi.

(16)

Using (9) and (10) we have

j∑
i=0

tTj AHigi =

j−2∑
i=0

tTj AHigi + tTj AHj−1gj−1 + tTj AHjgj

=

j−2∑
i=0

tTj AHigi + tTj AHj−1gj−1 + tTj gj − tTj−2gj

=

j−2∑
i=0

tTj AHigi + tTj AHj−1gj−1 + tTj gj

=

j−2∑
i=0

tTj AHigi + tTj AHj−1gj−1 + tTj gj−1 − tTj AHj−1gj−1

=

j−2∑
i=0

tTj AHigi + tTj gj−1.

(17)

With similar ideas of (17) we can show that:

l∑
i=0

tTj AHigi + tTj gl+1 =
l−1∑
i=0

tTj AHigi + tTj gl, (18)
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for all l ≤ j. In fact,

l∑
i=0

tTj AHigi + tTj gl+1 =
l−1∑
i=0

tTj AHigi + tTj AHlgl + tTj gl+1

=
l−1∑
i=0

tTj AHigi + tTj AHlgl + tTj (I −AHl)gl

=
l−1∑
i=0

tTj AHigi + tTj AHlgl + tTj gl − tTj AHlgl

=

l−1∑
i=0

tTj AHigi + tTj gl. (19)

Now, using (18) recursively we obtain

2m0−1∑
i=0

tTj AHigi = tTj AH0g0 + tTj g1

= tTj AH0g0 + tTj (I −AH0)g0

= tTj AH0g0 + tTj g0 − tTj AH0g0

= tTj g0. (20)

Consequently,

V T
0 Ad1 =



2m0−1∑
i=0

tT1 AHigi

2m0−1∑
i=0

tT3 AHigi

...
2m0−1∑
i=0

tT2m0−1AHigi


=


tT1 g0
tT3 g0

...

tT2m0−1g0

 = V T
0 g0 = V T

0 g0,

terminating the first part of the induction argument.

Let’s assume that

x2mk
= yk+1,∀ 1 ≤ k < r,

where mk represents the number of columns of V k = [V0 V1...Vk]. We will show x2mr =
yr+1.

Considering the Algorithm 1, we have

x2mr = x2m(r−1)
− dr, where dr =

2mr−1∑
i=2m(r−1)

Higi (21)

and considering the Algorithm 2, we have

yr+1 = yr −KT
r Zrqr. (22)
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We need to show that exist Zr and qr such that

KT
r Zrqr = dr, (23)

with V T
r AKT

r Zrqr = V T
r gr. By Lemma 2, we have the equivalence:

KT
r Zrqr = dr ⇔ dr ∈ Im(KT

r )

⇔ dr ⊥ {ATV0, A
TV1, . . . A

TVr−1}
⇔ dr ⊥ ATVk, for all 0 ≤ k ≤ r − 1.

(24)

Consequently it is sufficient to show

V T
k Adr = 0, for all 0 ≤ k ≤ r − 1. (25)

Observe that

Vr−1
T
Adr =


V T
0 Adr

V T
1 Adr

...

V T
r−1Adr

 =


tT1 Adr
tT3 Adr

...

tT2m(r−1)−1Adr

 . (26)

Using, again, (9)-(11) we can obtain

tT1 Adr = tT1

 2mr−1∑
i=2m(r−1)

Higi

 =

2mr−1∑
i=2m(r−1)

tT1 AHigi =

2mr−1∑
i=2m(r−1)

tT1 gi = 0 (27)

and with similar arguments, for j ≤ 2m(r−1) − 1 odd we have

tTj Adr = tTj

 2mr−1∑
i=2m(r−1)

Higi

 =

2mr−1∑
i=2m(r−1)

tTj AHigi =

2mr−1∑
i=2m(r−1)

tTj gi = 0. (28)

Thus, from (26), (27) and (28), we conclude (25). We need to prove that the choices
of Zr and qr satisfy V T

r AKT
r Zrqr = V T

r gr, or equivalently, V T
r Adr = V T

r gr.
Considering Vr = [t2m(r−1)+1 t2m(r−1)+3 . . . t2mr−1] we have

V T
r Adr =


tT2m(r−1)+1Adr

tT2m(r−1)+3Adr
...

tT2mr−1Adr

 . (29)

Since dr =

2mr−1∑
i=2m(r−1)

Higi we can obtain

tT2m(r−1)+1Adr = tT2m(r−1)+1A

 2mr−1∑
i=2m(r−1)

Higi


=

2mr−1∑
i=2m(r−1)

tT2m(r−1)+1AHigi

=

2m(r−1)+1∑
i=2m(r−1)

tT2m(r−1)+1AHigi +

2mr−1∑
i=2m(r−1)+2

tT2m(r−1)+1AHigi.

(30)
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Note that 2m(r−1) + 1 < 2m(r−1) + 2 and using Lemma 1 we get from (30) that

tT2m(r−1)+1Adr =

2m(r−1)+1∑
i=2m(r−1)

tT2m(r−1)+1AHigi +

2mr−1∑
i=2m(r−1)+2

(t2m(r−1)+1 − t2m(r−1)−1)gi

=

2m(r−1)+1∑
i=2m(r−1)

tT2m(r−1)+1AHigi

= t2m(r−1)+1AH2m(r−1)
g2m(r−1)

+ (t2m(r−1)+1 − t2m(r−1)−1)g2m(r−1)+1

= t2m(r−1)+1AH2m(r−1)
g2m(r−1)

+ t2m(r−1)+1(I −AH2m(r−1)
)g2m(r−1)

= tT2m(r−1)+1g2m(r−1)
.

(31)
With similar argument given in (16)-(20) we can conclude

tTkAdr = tTk g2m(r−1)
, for all 2m(r−1) + 1 ≤ k ≤ 2mr − 1. (32)

Since g2m(r−1)
= gr, we obtain

V T
r Adr =


tT2m(r−1)+1Adr

tT2m(r−1)+3Adr
...

tT2mr−1Adr

 =


tT2m(r−1)+1g2m(r−1)

tT2m(r−1)+3g2m(r−1)

...

tT2mr−1g2m(r−1)

 . (33)

4 Conclusion

This work has the same direction of [4]. However, we consider the Block ABS Method
instead of ABS method and we show that 2n steps of Broyden’s Method is equivalent to
one step of the ABS Block Method, when the block size is n. Since the ABS Block Method
has finite termination, we provide another proof for Gay’s theorem [6].
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