
AMO - Advanced Modeling and Optimization, Volume 17, Number 2, 2015

LP modeling for the time optimal control

problem with an application

Alireza Nazemi1, Mohammad Mehdi Shabani2

1,2Department of Mathematics, School of Mathematical Sciences, University of Shahrood,

P.O. Box 3619995161-316, Tel-Fax No:0098 23 32300235, Shahrood, Iran.

ABSTRACT

The time optimal control problem is to guide control system from a given state to a specified

target. By extending measure theoretical approach for the classical optimal control problem to this

case, the problem of finding the time optimal control is reduced to one consisting of minimizing

a linear form over a set of positive measures. The resulting problem can be approximated by a

finite dimensional linear programming (LP) problem. The nearly optimal control is constructed

from the solution of the final LP problem. To find the lower bound of the optimal time a search

algorithm is proposed. Numerical results are also given for several test examples to demonstrate

the applicability and the efficiency of the proposed scheme. A demonstrative example illustrates

the effectiveness of the method.

Keywords and phrases: Moving missile, fixed target, time optimal control, functional space,

measure space, linear programming, search algorithm.

1. Introduction

Minimum-time control problems are an important class of problems in the study of optimal

control systems that arise frequently in practical applications. For this reason, they have

been extensively studied in the literature by both mathematicians and engineers alike. Some

relevant references are [1]-[23]. These types of problems are usually complicated problems

and there is no analytic method in general to solve them. For some analytic methods to solve

special cases with various conditions we refer to [5] where time optimal for a class of second-

order non-linear control systems is given. In [6] the analytic method of solving minimum-time
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control problems for linear systems is derived based on Pontryagin maximum principle. In

contrast with analytic method, there are many numerical methods to solve such problems.

For example, switching time computations method [7], switching time variation method

[8, 9], switching time optimization [10], and Newtons method [11]. In [12] a numerical

method is also proposed for minimum time control to a moving target for a linear time-

varying system utilizing discretized form of the system’s equations.

In order to solve the time optimal control model, we have extended a measure theory–

based approach. Developed by Rubio [24], measure theory is an effective method for solving

classical optimal control problems. In this method, to each admissible control-state, a linear

continuous functional is first associated. Correspondence between continuous positive linear

functionals and positive Borel measures leads to an optimization problem in measure space.

The transformed problem in measure space is an appropriate formulation of the optimal

control problem since it is a LP problem in measure space. The solution of this LP problem

is then approximated by the solution of a finite-dimensional LP problem which is attractive

for consistent numerical computations. The sub-optimal control–trajectory will be found

from the solution of the corresponding LP problem. In this connection one may refer to

[21], [25]-[34].

2. Problem statement

We consider a time optimal control problem in the following form

minimize

∫ T

0

dt (1)

subject to

ẋ = G(t, x, u), a.e. t ∈ (0, T ), (2)

with initial condition

x(0) = x0, (3)

and final condition

x(T ) = xf . (4)

Throughout this paper, we assume J = [0, T ] is the time interval of control. T is unknown

but we assume that there exist an upper bound T2 and a temporary lower bound T1 for T.

Definition 2.1 We shall say that the pair p = (x(·), u(·)) is admissible if the following

conditions hold:

150



LP modeling for the time optimal control problem with an application

1) The state function x(·) : J → Rn of the system (2) is absolutely continuous and takes

its values in the bounded connected set A ⊂ Rn.

2) The control function u(·) : J → Rm of the system (2) is a measurable function on J

and takes its values in the given bounded set U ⊂ Rm.

3) The pair p satisfies the system (2)–(4).

It is assumed that the set of all admissible pairs is nonempty and it is denoted by P.
Let p be an admissible pair, B be an open ball in Rn+1 including J × A and C1(B) be the

space of all real-valued continuously differentiable functions on B. Let ϕ ∈ C1(B) and define

functions ϕG ∈ C(Ω) as follows:

ϕG := ϕx(t, x).G(t, x, u) + ϕt(t, x), (5)

for each (t, x, u) ∈ Ω, where Ω = J ×A×U . Since p = (x(·), u(·)) is an admissible pair, thus∫
J

ϕG(t, x, u)dt =

∫
J

[ϕx(t, x).G(t, x, u) + ϕt(t, x)]dt (6)

=

∫
J

d

dt
ϕ(t, x(t))dt = ϕ(T, x(T ))− ϕ(0, x(0)) := ∆ϕ. (7)

Let D(Jo) be the space of infinitely differentiable all real-valued functions with compact

support in Jo, where Jo is interior of J. For each ψ ∈ D(Jo) define

ψj(t, x, u) := xjψ
′(t) + Gj(t, x, u)ψ(t), j = 1, 2, ..., n,

where xj(t) is the jth component of x(t). Then if p = (x(·), u(·)) be an admissible pair, we

have ∫
J

ψj(t, x(t), u(t))dt =

∫
J

[xj(t)ψ
′(t) + Gj(t, x, u)ψ(t)]dt

=

∫
J

xj(t)ψ
′(t)dt+

∫
J

Gj(t, x, u)ψ(t)dt

= xj(t)ψ(t) |T0 −
∫
J

[ẋj(t)− Gj(t, x, u)]ψ(t)dt = 0.

Since the pair p = (x(·), u(·)) is admissible and ψ(0) = ψ(T ) = 0; the above relations for

j = 1, 2, ..., n are reduced to ∫
J

ψu(t, x(t), u(t))dt = 0, (8)

where ψu = (ψ1, ..., ψn)
T . Also, by choosing the functions which are dependent only on time

and for each p ∈ P, the following equalities can be also obtained as∫
J
f(t, x(t), u(t))dt = af , f ∈ C1(Ω), (9)

where C1(Ω) is the space of all functions in C(Ω) that are dependent only on time and af

is the integral of f over J .
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3. Metamorphosis

In the following, the problem of minimization
∫ T

0
dt over P is transferred, into another,

nonclassical problem which appears to have some better properties from computational

stand point.

For each p ∈ P, we consider the following continuous positive linear functional Λp ∈
C∗(Ω):

Λp(F ) :=
∫
J
F (t, x(t), u(t))dt, ∀F ∈ C(Ω). (10)

The mapping p→ Λp is an injection [24], so this is an embedding from P to C∗(Ω). So prob-

lem of minimizing (1) over the constrains (2)-(4) is enlarged to the problem of minimizing

Λ(1) (11)

subject to

Λ(ϕG) = ∆ϕ, ϕ ∈ C1(B), (12)

Λ(ψu) = 0, ψ ∈ D(Jo), (13)

Λ(f) = af , f ∈ C1(Ω), (14)

Λ ∈ C∗(Ω). (15)

Let M+(Ω) denotes the space of all positive Borel measures on Ω. By the Riesz rep-

resentation theorem [35], there is an one-to-one correspondence between Λ ∈ C∗(Ω) and

µ ∈M+(Ω) as

Λ(F ) = µ(F ) =
∫
Ω
Fdµ, ∀F ∈ C(Ω). (16)

So one may change the problem (11) subject to (12)-(15) in functional space to the following

equivalent optimization problem in measure space:

minimize µ(1) (17)

subject to

µ(ϕG) = ∆ϕ, ϕ ∈ C1(B), (18)

µ(ψu) = 0, ψ ∈ D(Jo), (19)

µ(f) = af , f ∈ C1(Ω), (20)

µ ∈M+(Ω). (21)

Define the set of all positive Borel measures satisfying (18)-(21) as Q, and topologize the

space M+(Ω) by the weak∗-topology. Consider the functional I : Q −→ R defined by

I(µ) = µ(1). (22)
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Now the measure theoretical problem (17)-(21) may be interpreted as the problem of mini-

mizing I over Q. Now it is necessary to verify the existence of a solution for this problem.

Theorem 3.1 (i) The set Q consisting of all measures satisfying in (18)-(21) is compact

in M+(Ω).

(ii) The functional I : Q → R, defined in (22) is a linear continuous functional on the

set Q with weak*-topology.

(iii) The measure-theoretic problem, which consists in finding the minimum of the func-

tional I in (22) over the set Q of M+(Ω), attains its minimum, say µ∗, in the set Q.

Proof. The proof is similar to Theorems 6.1 and 6.2 of [33]. 2

Remark 3.2 Two main advantages of considering this measure theoretic form of the

problem are:

(i) The existence of an optimal measure in the sets Q that satisfies (18)-(21) can be

studied in a straightforward manner without having to impose conditions such as convexity

which may be artificial.

(ii) The functionals in (17)-(20) are linear although the main problem may be nonlinear.

4. Approximation of the optimal measure

The minimizing problem (17)-(21) is an infinite-dimensional LP problem and we are mainly

interested in approximating it. It is possible to approximate the solution of the problem

(17)-(21) by the solution of a finite dimensional LP of sufficiently large dimension.

First we consider the minimization of (17) not over the set Q but over a subset of it

defined by requiring that only a finite number of constraints (17)-(21) be satisfied. Consider

the equalities of (17)-(21). Let the sets {ϕi, i ∈ IN} and {ψh, h ∈ IN} are the sets of total

functions respectively in C1(B) and D(Jo). This means that the set of linear combinations

of these functions is dense in the C1(B) and D(Jo), respectively. Now we can prove:

Proposition 4.1 Let Q(M1,M2) be a subset of M+(Ω) consisting of all measures which

satisfy  µ(ϕGi ) = ∆ϕi, i = 1, 2, . . . ,M1,

µ(ψu) = 0, h = 1, 2, . . . ,M2.
(23)

As M1 and M2 tend to infinity, η(M1,M2) = infQ(M1,M2) µ(1) tends to η = infQ µ(1).

Proof. The proof is similar to Proposition 2 of [32]. 2

The first stage of the approximation is completed successfully. As the second stage, from

Theorem A.5 of [24], we can characterize a measure, say µ∗, in the set Q(M1,M2) at which

153



Alireza Nazemi, Mohammad Mehdi Shabani

the function µ → µ(1) = T attains its minimum. It follows from a result of Rosenbloom

[36], that:

Proposition 4.2 The measure µ∗ in the set Q(M1,M2) at which the function µ→ µ(1)

attains its minimum has the following form

µ∗ =

M1+M2∑
k=1

κ∗kδΩ(ι
∗
k), (24)

where ι∗k ∈ Ω and the coefficients κ∗k,≥ 0, k = 1, 2, · · · ,M1 +M2.

Here δΩ(ι) is the unitary atomic measure characterized by

δΩ(ι) =

 1 if ι ∈ Ω

0 otherwise,

which also implies that

δΩ(ι
∗
k)(F ) = F (ι∗k), ∀F ∈ C(Ω).

The above representation of µ∗ as a combination of unitary atomic measure changes the

strange problem of finding a measure to a problem of finding {(κ∗k, ι∗k) : k = 1, 2, ...,M1 +

M2} with linear constraints. If we could reduce the problem to one in which ι∗1, ι
∗
2, ..., ι

∗
M1+M2

are fixed and unknowns are the non-negative coefficients κ∗1, κ
∗
2, ..., κ

∗
M1+M2

, then we have a

finite dimensional LP problem. This is the second stage of approximation.

Proposition 4.3 Let σ be a countable dense subsets of Ω. Given ϵ > 0, a measures

µ̄ ∈M+(Ω) can be found such that

|(µ∗ − µ̄)(1)| ≤ ϵ,

|(µ∗ − µ̄)(ϕGi )| ≤ ϵ, i = 1, 2, . . . ,M1,

|(µ∗ − µ̄)(ψu
h)| ≤ ϵ, h = 1, 2, . . . ,M2,

where the measure µ̄ has the following form

µ̄ =

M1+M2∑
k=1

κ∗kδΩ(ιk), (25)

and the coefficients κ∗k are the same as in the optimal measures (24) and ιk ∈ σ.

Proof. See the proof of Proposition III.3 in [24]. 2

Thus the infinite-dimensional LP problem of minimizing (17) with constraints defined by

(18)-(21) can be approximated by the following LP, where ι1, ι2, ..., ιM1+M2 are fixed in a

countable dense subset of σ. Finally, the above results enable us to approximate the problem

via the finite dimensional LP problem:

Minimize

N∑
l=1

κl (26)
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subject to ∑N
l=1 κlϕ

G
i (ιl) = ∆ϕi, i = 1, 2, . . . ,M1, (27)∑N

l=1 κlψ
u
h(ιl) = 0, h = 1, 2, ...,M2, (28)∑N

l=1 κlfs(ιl) = afs , s = 1, 2, . . . , L1, (29)

κl ≥ 0, l = 1, 2, ..., N. (30)

In order to solve the LP problem (26)–(30), Ω is first partitioned into N > M1 + M2

subregions Ω1,Ω2, ...,ΩN , where Ω =
∪N

l=1 Ωl, and ιl is chosen in Ωl. From [21], assume

that J is divided to L1 portion and A × U to L2 portion, that is N = L1L2. As the end

part of J is unknown, we divide [0, T1] into L1 − 1 portion and [T1, T ] is the rest partition.

We shall consider how one can choose total functions in the constraints (27)–(29). First

we consider functions φi’s ∈ C1(B) of the form

xq, q = 0, 1, 2, · · · .

Trivially the linear combinations of these functions are uniformly dense in the space C1(B),

and we choose only M1 of them. For the functions ψh in (28), ψ is chosen as the following

forms:

ψ(t) =

 sin(2πrtT1
), t ∈ [0, T1]

0, t ∈ [T1, T ]

ψ(t) =

 1− cos( 2πrtT1
), t ∈ [0, T1]

0, t ∈ [T1, T ]

where a finite number of positive integers r is chosen. Finally, it is necessary to choose L1

number of functions fs in (29) as follows:

fs(t) :=

 1, t ∈ Js

0, otherwise,

where

Js = (
(s− 1)T1
L1 − 1

,
sT1

L1 − 1
), s = 1, 2, ..., L1 − 1,

JL1 = [T1, T ].

From [21], we see that afs in (29) is achieved by

afs =

 T1

L1−1 , s = 1, 2, ..., L1 − 1

T − T1, s = L1
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and then

N∑
l=1

κl = T.

Solving the LP problem (26)-(30), we find the optimal values of decision variables {κ1, κ2, ..., κN}.
In section 5 we discuss the construction of optimal control function.

5. Calculating the approximated optimal pair (u(.), T )

In this section, a combined algorithm is derived to find the best lower bound for optimal

time T. Then, a piecewise constant control function from the solution of the LP problem

(26)-(30) related to T is constructed.

To solve the problem of choosing the lower bound T1 in LP (26)-(30), we use a search

algorithm to find the best choice for this lower bound which is proposed in [21]. The conse-

quence of this algorithm is that the function evaluation T1 → T (T1) is done.

Algorithm 5.1

First let I = [T1, T2] where T1 = 0 and T2 is an upper bound for T. Choose a penalty

M >> T2.

Step 1: Let T 1 = T1 + 0.382(T2 − T1) and T 2 = T1 + 0.618(T2 − T1) and solve the

corresponding LP to find T (T 1) and T (T 2). The penalty M is assigned to T (T 1) or T (T 2)

if there exists no feasible solution for the corresponding LP problem.

Step 2: If T (T 1) > T (T 2); then set T1 = T 1 and T2 = T2; else if T (T 1) < T (T 2) set

T1 = T1 and T2 = T 2.

Step 3: If the length of the interval I = [T1, T2] is small enough, then stop with T1+T2

2

as the minimum value for T1; else go to Step 1.

Now we explain construction of a nearly optimal control from the LP solution. From

[24], a piecewise-constant optimal control function can be constructed by considering

tk =
∑
l≤k

κl,

such that

u(t) ≈ uk, t ∈ Ik = [tk−1, tk), (31)

where [0, T ] =
∪M1+M2+L1

k=1 Ik. It is clear that the optimal control u(.) in (31) can be written

as

u(t) =

M1+M2+L1∑
k=1

ukχIk(t),

where χIk is the characteristic function of the set Ik.
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We need only to construct the control function u(.), sine x(.) is then simply the corre-

sponding solution of differential equation (2), with x(0) = x0 and x(T ) = xf , which can be

estimated numerically.

6. Application in air and space sciences

As an applicable example in air and space sciences, we concentrate on developing an appro-

priate dynamic model for a moving missile to hit fixed and moving targets. In this model,

the initial acceleration and the missile’s angle are considered as the control inputs. Next,

the performance measures consisting of the minimization of the missile flight time under

diverse motion scenarios are considered. This performance measure is used to formulate

the time optimal control problem, analytically. Some aspects of such a system have been

studied previously by some researchers in [1]-[4]. As a minimum-time problem, this problem

has many economical and military applications.

6.1 Mathematical modeling of the problem

Consider the Mass M (sitting along the x2(t)) which is acted upon by a thrust force,

F = Mα(t), as shown in Figure 1. It is desired that M would hit a target which is sitting

along the x1(t) axis, moving in x1(t) direction or moving in both x1(t) and x2(t) direction.

It is also desired to minimize time for each of the above scenario via optimal input α(t)

and β(t). Figure 1 can be represented with the following time varying nonlinear state-space

model [1] as


ẋ1 = x3(t),

ẋ2 = x4(t),

ẋ3 = α(t) cosβ(t),

ẋ4 = α(t) sinβ(t)− g,

(32)

where x1(t), x2(t), x3(t), x4(t), α(t) and β(t) are the horizontal position, vertical position,

horizontal velocity, vertical velocity, acceleration, and angular position of the missile, re-

spectively, and g is the gravitational force.

The time optimal problem here is to guide the system (32) from a given state x0 ∈ R4

to a specified target xf ∈ R4. Guidance to the target must be done in such a way that the

capture time is minimized.

6.2 An illustrative example

In order to test the proposed methodology, we consider the time optimal control (1)-(4)
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Figure 1: A simplified block diagram for missile target scenario.

with the following data [1] as


x1(0) = x3(0) = x4(0) = 0,

x2(0) = 10, x1(T ) = 110, x2(T ) = 0,

x3(T ) = 141.4, x4(T ) = −14.14,

α(t) = 100.

In this example, we choose

U = [−0.14, 0.22], A = [0, 110]× [0, 10]× [0, 150]× [−15, 0].

Ω = J × A × U is divided into N = 184800 partitions by dividing U to 10 partitions,

A = A1×A2×A3×A4 to 1540 partitions and J to 12 partitions. Thus set Ω will be covered

with a type grid, where this grid will be defined by taking all points in Ω as ιl = (tl, xl, ul).

The points in these grids will be numbered sequentially from 1 to N.We also chooseM1 = 4,
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Figure 2: Nearly piecewise constant optimal control.

M2 = 4 and L1 = 12. For example, functions appearing in (27) are chosen as

ϕ1 =


x1

0

0

0

 , ϕ2 =


0

x2

0

0

 , ϕ3 =


0

0

x3

0

 , ϕ4 =


0

0

0

x4

 .

Implementing the corresponding LP model, by Algorithm 5.1 with T2 = 10 as initial

upper bound, the best lower bound is found T1 = 1.403 and the nearly optimal capture

time is T = 1.414. Figure 2 shows the nearly optimal control function that is obtained from

the solution of the final LP problem. This piecewise constant function is substituted in the

systems equation (2)-(4) and the corresponding response is found by solving an initial value

problem numerically. The approximate suboptimal trajectories are also shown in Figure 3.

To end this section, we answer a natural question: are there advantages of the proposed

method compared to the existing ones? To answer this, we summarize what we have observed

from numerical experiments and theoretical results as below.

• The main advantages of the proposed method are that the method is not iterative, it

is self-starting, and it does not need to solve corresponding boundary value problems.

• In this approach, the nonlinearity of the constraints and objective function has not

serious effects on the solution.

• Because of its flexibility, this method has been extended to solve a variety of control

problems.
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Figure 3: The approximate suboptimal trajectories.

7. Conclusion

A numerical method for solving optimal control problem of a missile-target intercept scenario

under minimum time has been presented. When time is minimized, since acceleration α(t)

is assumed to be constant and the gravitational force g existed, the angle β(t) is selected

in a manner so that we would aim to hit to target. This is physically reasonable since g

affects the motion of the mass. The used numerical approach in this problem is based on

some principles of measure theory, functional analysis and LP. In fact, the mathematical

procedure used in this paper, is based on three steps:

(a) Any admissible pair is first replaced by exactly one point in a geometry.

(b) Then any point in this geometry is injected to a functional in a functional space.

(c) Any functional in functional space is embedded by a measure in some measure spaces.

Now if one can find optimal measure, obviously the time optimal path is obtained to

missile guidance to hit the fixed target.
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