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LINEAR FUZZY REGRESSION MODEL

U. M. PIRZADA AND JAITA SHARMA

ABSTRACT. This paper deals with the linear fuzzy regression model with fuzzy
data and crisp non-negative parameters. To find the best values of the param-
eters of the fuzzy model, we minimize the sum of squared errors of lower and
upper level functions of fuzzy error function.

1. INTRODUCTION

Regression analysis is one of the most applicable tool used in methods of esti-
mation. It deals with the investigation of the dependence of a variable upon one
or more variables. The aim of regression analysis is to estimate the parameters
those occur in its particular mathematical form. Usually, method of least square is
applied to determine the values of parameters.

The variables involve in the regression model are not always crisp in nature. To
make more realistic regression model, we fuzzify the variables. Instead of dealing
with exact data points, we can consider the approximate data points which repre-
sents in terms of fuzzy numbers. In this case, we get the fuzzy regression model
which can be further classified into linear or non-linear form.

Fuzzy regression analysis is introduced by Tanaka in [14]. His approach was
based on linear programming. After that, many authors [2, 6, 7, 8, 11, 12, 15] have
studied this theory using different approaches. Both variables and parameters are
fuzzy in the model discussed by [2, 12].

In this paper, we consider the following linear fuzzy regression model with fuzzy
data points and crisp parameters.

(11) glzﬂo@ﬂ1®i’z, Z:1,2,,TL

where (Z;,;), are fuzzy numbers, n is number of data points, Sg, 51 are crisp non-
negative parameters.

Diamond [2] has applied the concept of least square under a suitable metric to
develop a methodology and determine the regression parameters. In this paper,
to determine the best values of parameters, Sy, 31, we consider the fuzzy error for
each data point. Then we find the sum of squared errors of lower and upper level
functions of fuzzy error function. Our approach of computation is simpler than the
previous approaches in the sense that we minimize the error using crisp function
corresponding to fuzzy function.
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Outline of the paper is as follows:

Section 2 is preliminary, contains basic concepts regarding fuzzy numbers. In
Section 3, we study the linear fuzzy regression model with fuzzy data points and
determine the values of crisp non-negative parameters. Example is given in the
same section. Conclusion is given in Section 4.

2. PRELIMINARIES

In this section, we cite some basic definitions regarding fuzzy numbers.

Definition 1. [3] Let R be the set of real numbers and @ : R — [0, 1] be a fuzzy
set. We say that a is a fuzzy number if it satisfies the following properties:
(i) @ is normal, that is, there exists 2o € R such that a(zg) = 1;
(ii) a is fuzzy convex, that is, a(tx + (1 — t)y) > min{a(z),a(y)}, whenever x,
y €Randte|0,1];
(iii) a(z) is upper semi-continuous on R, that is, {z/a(z) > a} is a closed subset
of R for each a € (0, 1];
(iv) c{z € R/a(x) > 0} forms a compact set.
where ¢l denotes closure of a set. The set of all fuzzy numbers on R is denoted
by F(R). For all a € (0, 1], a-level set G, of any @ € F(R) is defined as a, = {z €
R/a(xz) > a} . The 0-level set ag is defined as the closure of the set {z € R/a(x) >
0}. By definition of fuzzy numbers, we can prove that, for any a € F(R) and for each
a € (0,1] , @, is compact convex subset of R, and we write a, = [aX,al]. a € F(R)
can be recovered from its a-level sets by a well-known decomposition theorem (ref.
[4]), which states that @ = U,ejo,1)@¢ - @ where union on the right-hand side is the
standard fuzzy union.

Definition 2. [13] The membership function of a triangular fuzzy number a is

defined as
(r—a1) ifag<r<a

(a—a1
a(r) = EZ::% if a<r<ay
0 otherwise

which is denoted by @ = (a1, a,as). The a-level set of a is then
ao = [(1 — a)a; + aa, (1 — a)as + aal.

Definition 3. According to Zadeh’s extension principle, we define addition, sub-
traction and product of two fuzzy numbers a,b € F(R) by their a-level sets as
follows:

(@a®b)o = [ak+0L al +0Y]

@cb)a = [ag —b7,ad — bl

(a®b)y = [min{atbk, alby, alsL, alsly, max{alo:, aloy, aVbE, albv}]
where ao = [aL,al], bo = [bL,bY], for o € [0, 1].

Moreover, we define scalar multiplication of fuzzy number @ with A € R as
follows:

A@a)e = [A-a
= X

all, if x>0
ak), if x<0
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Fuzzy-valued function is defined as follows:

Definition 4. Let V be a real vector space and F(R) be a set of fuzzy numbers.
Then a function f: V — F(R) is a fuzzy-valued function defined on V.
Corresponding to such a function f and o € [0,1], we define two real-valued func-
tions fZ and fU on V as fE(z) = (f(z))E and fU(x) = (f(«))¥ for all z € V are
called lower and upper a-level functions respectively.

3. LINEAR FUZZY REGRESSION MODEL

We consider the following linear fuzzy regression model (1.1):

gi :ﬁO@Bl @i‘u 1= 1,2,..-,71
where (Z;,9;) are fuzzy data - fuzzy numbers, n is number of data points, 5y, 51 > 0
are crisp non-negative parameters.

The fuzzy estimated error associated with each data is defined as follows:

€& = [ © (Bo® 1 ©Ty)),
where i = 1,...,n. In terms of a-level sets, fuzzy estimated error is
(€)a =[G — (Bo + B(@:)a), (Fi)a — (Bo+ Bi(:)a)),

where (§;)L — (Bo + 81(7:)Y) are lower values of fuzzy estimated error for i** data

point and (§;)¥ — (Bo + B1(Z:)L) are upper values of fuzzy estimated error for it

data point. To determine the values of parameters g, 51 so that the fuzzy estimated
error is approximately zero, we define sum of squared error in terms of lower and
upper a-level functions of the fuzzy estimated error. Therefore, we have

n

Sa(Bo, 1) =D ((G)5 = (Bo + Bu(@)I))* + ((5:) — (Bo + Br(#:)5))?
i=1
The first order necessary conditions in the integral forms are :

Lo
—Sa(Po, P1)da =10
| 55 Set60.0)
and
)
—Sa(Bo, f1)da =0
/0 5, (Bo, B1)
Simplifying, we get the following equations

(3.1) Y =208y + B1.X,YX = X + f1.X2,

where

1 n

Y = / S (55 + 79 da,
0 =1
1 n

X = / S (5, + 39, )da,
=1

1 n
XY = / S (3430, + 3k )da and
0 ,_
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TABLE 1. Fuzzy error €;, 1 =1,...,8

et € v
—0.4355 | 0.4165 1.2686
0.0083 0.8604 1.7124
—0.2519 | 1.4522 3.1563
—1.4560 | —0.6039 | 0.2481
—0.5121 | 0.3399 1.1920
—3.2724 | —1.5683 | 0.1358
—0.2724 | 0.5797 1.4317
—2.3285 | —2.3285 | —0.6244

1 n
X2= [ S(@hY + (@) )da.
0 =1
Solving these equations, we get the parameters 5y and ;.

Example 1. We consider a linear fuzzy regression model (1.1) for following eight
sets of fuzzy data points ( triangular fuzzy numbers ):

i ={(1.5,2.0,2.5),(3.0,3.5,4.0), (4.5,5.5,6.5), (6.5,7.0,7.5), (8.0,8.5,9.0),
(9.5,10.5,11.5), (10.5,11.0, 11.5), (12.0, 12.5,13.0)}

§={(3.5,4.0,4.5), (5.0,5.5,6.0), (6.5, 7.5,8.5), (6.0, 6.5, 7.0), (8.0, 8.5,9.0),
(7.0,8.0,9.0), (10.0,10.5,11.0), (9.0,9.5,10.0) }

Using equations (3.1), we get By = 2.1753 and B, = 0.7041.
The calculated values of Y using fuzzy regression equation are :

i = {(3.2314, 3.5835, 3.9355), (4.2876, 4.6396, 4.9917), (5.3437, 6.0478, 6.7519),
(6.7519,7.1039, 7.4560), (7.8080, 8.1601, 8.5121), (8.8642, 9.5683, 10.2724),
(9.5683,9.9203, 10.2724), (10.6244, 10.9765, 11.3285)}.

The fuzzy errors between actual values § and calculated values of Y are shown
in Table 1.

Here we observed that fuzzy errors are not sufficiently small for some data points.
For instance, for the third, sizth and eighth data points, absolute fuzzy errors are
greater compared to other data points (see Table 1). To find the more accurate
results, we can increase the fuzzy data points or we can make a quadratic fuzzy
regression model.

4. CONCLUSIONS

We have studied the linear fuzzy regression model to find the crisp non-negative
parameters. We have minimized sum of squared error of level functions of fuzzy
error function. Our future interest is to study and analysis fuzzy linear and non-
linear regression models using different methodologies to find more accurate results.
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