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#### Abstract

Fuzzy divergence measures and inequalities have recently been widely applied in the fuzzy comprehensive evaluation and information theory. In view of the importance of fuzzy information measures and fuzzy inequalities, the paper presents a sequence of fuzzy mean difference divergence measures along with the proof of their validity. Further, it introduces a sequence of inequalities among some of these fuzzy divergence measures. Finally, a numerical example is given to verify the inequalities of proposed fuzzy mean difference divergence measures.
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## 1. Introduction

Entropy is one of the key measures of information. The word "entropy" to measure an uncertain degree of the randomness in a probability distribution was first use by [Shannon, 1948]. Entropy as a measure of fuzziness was first introduced by [Zadeh, 1968]. There is an intrinsic similarity between two equations but Shannon entropy measures the average uncertainty in bits associated with the prediction of outcomes in a random experiment, but the entropy of fuzzy set describes the degree of fuzziness in a fuzzy set. The concept of fuzzy sets proposed by [Zadeh, 1968] has proven useful in the context of pattern recognition, image processing, speech recognition, bioinformatics, fuzzy aircraft control, feature selection, decision making, etc.

During the last six decades, Entropy, as a very important notion of measuring fuzziness degree or uncertain information in fuzzy set theory, has received a great attention. [De Luca and Termini, 1972] introduced the measure of fuzzy entropy corresponding to [Shannon, 1948]. Corresponding to [Boekee and Lubbe, 1980] $R$-norm information measure, [Hooda, 2004] proposed the $R$-norm fuzzy measure of information. Further, [Tomar and Ohlan, 2014] provide two new more flexible generalizations of $R$ - norm fuzzy measure of information. A measure of directed divergence between two probability distributions is provided by [Kullback and Leibler, 1951]. Some of the axioms to describe the measure of directed divergence between fuzzy sets is presented by [Bhandari and Pal, 1993], which was corresponding to [Kullback and Leibler, 1951] measure of directed divergence. Thereafter, many other researchers have also studied the fuzzy divergence measures in
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different ways and provide their application in different areas. The divergence measure based on exponential operation is introduced by [Fan and Xie, 1999] and studied its relation with divergence measure introduced in [Bhandari and Pal, 1993]. Its application in the area of automated leukocyte recognition is presented by [Ghosh et al., 2010]. The special classes of divergence measures and the link between fuzzy and probabilistic uncertainty is studied by [Montes et al., 2002]. Two fuzzy divergence measures corresponding to [Ferreri, 1980] probabilistic measure of directed divergence were proposed by [Parkash et al., 2006]. Three families of fuzzy divergence measures corresponding to [Taneja, 2005] Arithmetic-Geometric divergence measure were proposed by [Bhatia and Singh, 2012]. In the recent years, many authors have introduced various divergence measures between fuzzy sets.

Motivated by the above-mentioned work we introduce a sequence of fuzzy mean difference divergence measures and established the inequalities among them to explore the fuzzy inequalities. The advantage of establishing the inequalities is to make the computational work much simpler. We think that the technique of inequalities provides a better comparison among fuzzy mean divergence measures.

The remainder of the paper is organized as follows. In Section 2, we present preliminaries on fuzzy divergence measures and fuzzy mean divergence measures. A sequence of fuzzy mean difference divergence measures and the essential properties for their validity are provided in Section 3. Section 4 provides some of inequalities among some of the proposed fuzzy divergence measures. In the same Section, the proof of these inequalities is also presented. In Section 5, a numerical example is given to verify the inequalities. Finally, concluding remarks are drawn in Section 6.

## 2. PRELIMINARIES ON FUZZY DIVERGENCE MEASURES

Fuzziness, a feature of uncertainty, results from the lack of sharp difference of being or not being a member of the set, i.e., the boundaries of the set under consideration are not sharply defined. A fuzzy set $A$ defined on a universe of discourse $X$ is given as [Zadeh, 1965]:

$$
A=\left\{\left\langle x, \mu_{A}(x)\right\rangle / x \in X\right\}
$$

where $\mu_{A}: X \rightarrow[0,1]$ is the membership function of $A$. The membership value $\mu_{A}(x)$ describes the degree of the belongingness of $x \in X$ in $A$. When $\mu_{A}(x)$ is valued in $\{0,1\}$, it is the characteristic function of a crisp (non-fuzzy) set. The measure of information defined by [Shannon, 1948] is given by

$$
\begin{equation*}
H(P)=-\sum_{i=1}^{n} p_{i} \log p_{i} \tag{1}
\end{equation*}
$$

Taking into consideration the concept of fuzzy sets, [De Luca and Termini, 1972] introduced the measure of fuzzy entropy corresponding to Shannon's entropy given in (1) as

$$
\begin{equation*}
H(A)=-\sum_{i=1}^{n}\left[\mu_{A}\left(\mathrm{x}_{\mathrm{i}}\right) \log \mu_{A}\left(\mathrm{x}_{\mathrm{i}}\right)+\left(1-\mu_{A}\left(\mathrm{x}_{\mathrm{i}}\right)\right) \log \left(1-\mu_{A}\left(\mathrm{x}_{\mathrm{i}}\right)\right)\right] \tag{2}
\end{equation*}
$$

The measure of directed divergence of probability distribution $P=\left(p_{1}, p_{2}, \ldots p_{n}\right)$ from probability distribution $Q=\left(q_{1}, q_{2}, \ldots q_{n}\right)$ is obtained by [Kullback and Leibler, 1951] is as

$$
\begin{equation*}
D(P: Q)=\sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}} \tag{3}
\end{equation*}
$$

Measure of fuzzy divergence between two fuzzy sets gives the difference between two fuzzy sets and this measure of distance/difference between two fuzzy sets is called the fuzzy divergence measure.

## Sequence of fuzzy divergence measures and inequalities

The measure of fuzzy directed divergence corresponding to (3) is introduced by [Bhandari and Pal, 1993] is as

$$
\begin{equation*}
I(A: B)=\sum_{i=1}^{n}\left[\mu_{A}\left(x_{i}\right) \log \frac{\mu_{A}\left(x_{i}\right)}{\mu_{B}\left(x_{i}\right)}+\left(1-\mu_{A}\left(x_{i}\right)\right) \log \frac{1-\mu_{A}\left(x_{i}\right)}{1-\mu_{B}\left(x_{i}\right)}\right] \tag{4}
\end{equation*}
$$

Table 1 presents the fuzzy mean divergence measures corresponding to seven geometrical mean measures given in [Taneja, 2012].

Table 1
Fuzzy Mean Divergence Measures

| Sr. <br> No. | Fuzzy <br> Mean <br> Divergence <br> Measure | Definition |
| :---: | :---: | :---: |
| 1. | Fuzzy Arithmetic Mean Measure | $A(A, B)=\sum_{i=1}^{n}\left(\frac{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}{2}+\frac{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}{2}\right)$ |
| 2. | Fuzzy Geometric Mean Measure | $G(A, B)=\sum_{i=1}^{n}\left(\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}\right)$ |
| 3. | Fuzzy Harmonic Mean Measure | $H(A, B)=\sum_{i=1}^{n}\left(\frac{2 \mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{2\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right)$ |
| 4. | Fuzzy <br> Heronian <br> Mean <br> Measure | $N(A, B)=\sum_{i=1}^{n}\left(\frac{\mu_{A}\left(x_{i}\right)+\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\mu_{B}\left(x_{i}\right)}{3}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right.}+\left(1-\mu_{B}\left(x_{i}\right)\right)}{3}\right)$ |
| 5. | Fuzzy <br> Contraharmonic <br> Mean <br> Measure | $C(A, B)=\sum_{i=1}^{n}\left(\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right)$ |
| 6. | Fuzzy Root-mean-square <br> Mean <br> Measure | $S(A, B)=\sum_{i=1}^{n}\left(\sqrt{\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{2}}+\sqrt{\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2}}\right)$ |
| 7. | Fuzzy Centroidal Mean Measure | $R(A, B)=\sum_{i=1}^{n}\left(\frac{2\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{3\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}+\frac{2\left(\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{3\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}\right)$ |
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We have the following Lemma in fuzzy context corresponding to the Lemma of [Taneja, 2005]:
Schwarz's Lemma 1: Let $f_{1}, f_{2}: I \subset R_{+} \rightarrow R$ be two convex functions satisfying the assumptions:
i) $f_{1}\left(\frac{1}{2}\right)=f_{1}^{\prime}\left(\frac{1}{2}\right)=0, f_{2}\left(\frac{1}{2}\right)=f_{2}^{\prime}\left(\frac{1}{2}\right)=0$;
ii) $\quad f_{1}$ and $f_{2}$ are twice differentiable in $R_{+}$;
iii) there exist the real constants $\alpha, \beta$ such that $0 \leq \alpha<\beta$ and $\alpha \leq \frac{f_{1}^{\prime \prime}(z)}{f_{2}^{\prime \prime}(z)} \leq \beta, f_{2}^{\prime \prime}(z)>0$, for all $z>0$ then we have the inequalities:

$$
\alpha \varphi_{f_{2}}(a, b) \leq \varphi_{f_{1}}(a, b) \leq \beta \varphi_{f_{2}}(a, b)
$$

for all $a, b \in(0,1)$, where the function $\varphi_{(.)}(a, b)$ is defined as

$$
\varphi_{f}(a, b)=a f\left(\frac{b}{a}\right), a, b>0 .
$$

## 3. A SEQUENCE OF FUZZY MEAN DIFFERENCE DIVERGENCE MEASURES

Corresponding to fuzzy mean divergence measures defined in Section 2, we propose a sequence of fuzzy mean difference divergence measures as follows:
(1) $D_{C S}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]-\left[\sqrt{\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{2}}+\sqrt{\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2}}\right]\right\}$
(2) $D_{C N}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\left[\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]-\left[\frac{\mu_{A}\left(x_{i}\right)+\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\mu_{B}\left(x_{i}\right)}{3}+\frac{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}}{3}\right]\right\}\right.$
(3) $D_{C G}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]-\left[\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}\right]\right\}$
(4) $D_{C R}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]-\left[\frac{2\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{3\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}+\frac{2\left(\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{3\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}\right]\right\}$
(5) $D_{C A}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]-\left[\frac{\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}{2}+\frac{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}{2}\right]\right\}$

## Sequence of fuzzy divergence measures and inequalities

(6) $D_{C H}(A, B)=$

$$
\sum_{i=1}^{n}\left\{\left[\frac{\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]-\left[\frac{2 \mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{2\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]\right\}
$$

(7) $D_{S A}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\sqrt{\frac{\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{2}}+\sqrt{\frac{\left(\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{2}}\right]-\left[\frac{\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}{2}+\frac{\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}{2}\right]\right\}$
(8) $D_{S N}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\sqrt{\frac{\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{2}}+\sqrt{\frac{\left.\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{2}}\right]-\left[\frac{\mu_{A}\left(x_{i}\right)+\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}}{3}+\mu_{B}\left(x_{i}\right)+\frac{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}}{3}\right]\right\}$
(9) $D_{S G}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\sqrt{\frac{\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{2}}+\sqrt{\frac{\left.\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{2}}\right]-\left[\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}\right]\right\}$
(10) $D_{S H}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\sqrt{\frac{\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{2}}+\sqrt{\frac{\left(\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{2}}\right]-\left[\frac{2 \mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{2\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]\right\}$
(11) $D_{R A}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\left.2\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{A}\left(x_{i}\right)\right)_{B}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{3\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}+\frac{2\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{A}\left(x_{i}\right)\left(1-\mu_{B}\left(x_{i}\right)\right)+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{3\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}\right]-\left[\frac{\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}{2}+\frac{\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}{2}\right]\right\}$
(12) $D_{R N}(A, B)=$

(13) $D_{R G}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\left.2\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{A}\left(x_{i}\right)\right)_{B}\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{3\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right.}+\frac{\left.2\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{3\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}\right]-\left[\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}\right]\right\}$

## (14) $D_{R H}(A, B)=$

$\sum_{i=1}^{n}\left\{\left[\frac{2\left(\mu_{A}^{2}\left(x_{i}\right)+\mu_{A}\left(x_{i}\right) \mu_{( }\left(x_{i}\right)+\mu_{B}^{2}\left(x_{i}\right)\right)}{3\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}+\frac{\left.2\left(1-\mu_{A}\left(x_{i}\right)\right)^{2}+\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)+\left(1-\mu_{B}\left(x_{i}\right)\right)^{2}\right)}{3\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}\right]-\left[\frac{2 \mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{2\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]\right\}$
(15) $D_{A N}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}{2}+\frac{\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}{2}\right]-\left[\frac{\mu_{A}\left(x_{i}\right)+\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\mu_{B}\left(x_{i}\right)}{3}+\frac{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}}{3}\right]\right\}$
(16) $D_{A G}(A, B)=$

$$
\sum_{i=1}^{n}\left\{\left[\frac{\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}{2}+\frac{\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}{2}\right]-\left[\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}\right]\right\}
$$

(17) $D_{A H}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\left(\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)\right)}{2}+\frac{\left(2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)\right)}{2}\right]-\left[\frac{2 \mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}{\mu_{A}\left(x_{i}\right)+\mu_{B}\left(x_{i}\right)}+\frac{2\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)}\right]\right\}$
(18) $D_{N G}(A, B)=$
$\sum_{i=1}^{n}\left\{\left[\frac{\mu_{A}\left(x_{i}\right)+\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\mu_{B}\left(x_{i}\right)}{3}+\frac{2-\mu_{A}\left(x_{i}\right)-\mu_{B}\left(x_{i}\right)+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}}{3}\right]-\left[\sqrt{\mu_{A}\left(x_{i}\right) \mu_{B}\left(x_{i}\right)}+\sqrt{\left(1-\mu_{A}\left(x_{i}\right)\right)\left(1-\mu_{B}\left(x_{i}\right)\right)}\right]\right\}$
Theorem 1: All the measures defined above are valid measure of fuzzy directed divergence.
Proof: (i) Non-negativity: The condition of non-negativity clearly holds.
(ii) Symmetry: All the purposed measures are symmetric in nature.
(iii) Convexity:

We now prove the condition of convexity

1) $\frac{\partial^{2} D_{C S}}{\partial \mu_{A}^{2}}=$
$4\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)-\frac{1}{2}\left(\sqrt{\frac{2}{\mu_{A}^{2}+\mu_{B}^{2}}}+\sqrt{\frac{2}{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}}\right)-\frac{1}{2}\left(\mu_{A}^{2} \sqrt{\frac{\mu_{A}^{2}+\mu_{B}^{2}}{2}}+\left(1-\mu_{A}\right)^{2} \sqrt{\frac{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}{2}}\right)>0$
2) $\frac{\partial^{2} D_{C N}}{\partial \mu_{A}^{2}}=4\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)+\frac{1}{12}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
3) $\frac{\partial^{2} D_{C G}}{\partial \mu_{A}^{2}}=4\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)+\frac{1}{2}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
4) $\frac{\partial^{2} D_{C R}}{\partial \mu_{A}^{2}}=\frac{8}{3}\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)>0$
5) $\quad \frac{\partial^{2} D_{C A}}{\partial \mu_{A}^{2}}=4\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)>0$
6) $\frac{\partial^{2} D_{C H}}{\partial \mu_{A}^{2}}=8\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)>0$
7) $\quad \frac{\partial^{2} D_{A G}}{\partial \mu_{A}^{2}}=\frac{1}{4}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
8) $\frac{\partial^{2} D_{A H}}{\partial \mu_{A}^{2}}=4\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)>0$
9) $\quad \frac{\partial^{2} D_{A N}}{\partial \mu_{A}^{2}}=\frac{1}{12}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
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10) $\frac{\partial^{2} D_{S A}}{\partial \mu_{A}^{2}}=\left(\mu_{A}^{2} \sqrt{\frac{\mu_{A}^{2}+\mu_{B}^{2}}{2}}+\sqrt{\frac{2}{\mu_{A}^{2}+\mu_{B}^{2}}}+\sqrt{\frac{2}{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}}+\left(1-\mu_{A}\right)^{2} \sqrt{\frac{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}{2}}\right)>0$
11) $\frac{\partial^{2} D_{N G}}{\partial \mu_{A}^{2}}=\frac{1}{6}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
12) $\frac{\partial^{2} D_{R A}}{\partial \mu_{A}^{2}}=\frac{4}{3}\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)>0$
13) $\frac{\partial^{2} D_{R G}}{\partial \mu_{A}^{2}}=\frac{4}{3}\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)+\frac{1}{2}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
14) $\frac{\partial^{2} D_{R H}}{\partial \mu_{A}^{2}}=\frac{16}{3}\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)>0$
15) $\frac{\partial^{2} D_{S N}}{\partial \mu_{A}^{2}}=$
$\left(\mu_{A}^{2} \sqrt{\frac{\mu_{A}^{2}+\mu_{B}^{2}}{2}}+\sqrt{\frac{2}{\mu_{A}^{2}+\mu_{B}^{2}}}+\sqrt{\frac{2}{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}}+\left(1-\mu_{A}\right)^{2} \sqrt{\frac{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}{2}}\right)+\frac{1}{12}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
16) $\frac{\partial^{2} D_{R N}}{\partial \mu_{A}^{2}}=\frac{4}{3}\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)+\frac{1}{12}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
17) $\frac{\partial^{2} D_{S G}}{\partial \mu_{A}^{2}}=$
$\left(\mu_{A}^{2} \sqrt{\frac{\mu_{A}^{2}+\mu_{B}^{2}}{2}}+\sqrt{\frac{2}{\mu_{A}^{2}+\mu_{B}^{2}}}+\sqrt{\frac{2}{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}}+\left(1-\mu_{A}\right)^{2} \sqrt{\frac{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}{2}}\right)+\frac{1}{4}\left(\frac{\sqrt{\mu_{B}}}{\mu_{A}^{3 / 2}}+\frac{\sqrt{1-\mu_{B}}}{\left(1-\mu_{A}\right)^{3 / 2}}\right)>0$
18) $\frac{\partial^{2} D_{S H}}{\partial \mu_{A}^{2}}=\left(\mu_{A}^{2} \sqrt{\frac{\mu_{A}^{2}+\mu_{B}^{2}}{2}}+\sqrt{\frac{2}{\mu_{A}^{2}+\mu_{B}^{2}}}+\sqrt{\frac{2}{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}}+\left(1-\mu_{A}\right)^{2} \sqrt{\frac{\left(1-\mu_{A}\right)^{2}+\left(1-\mu_{B}\right)^{2}}{2}}\right)$

$$
+4\left(\frac{\mu_{B}^{2}}{\left(\mu_{A}+\mu_{B}\right)^{3}}+\frac{\left(1-\mu_{B}\right)^{2}}{\left(2-\mu_{A}-\mu_{B}\right)^{3}}\right)>0
$$

Thus, all the measures defined above are valid measures of fuzzy directed divergence.

## 4. INEQUALITIES AMONG FUZZY MEAN DIFFERENCE DIVERGENCE MEASURES

Theorem 2: The above defined fuzzy divergence measures admit the following inequalities:
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$$
D_{S A} \leq\left\{\begin{array}{c}
\frac{3}{4} D_{S N} \\
\frac{1}{3} D_{S H} \leq \frac{3}{4} D_{C R}
\end{array}\right\} \leq\left\{\begin{array}{c}
\frac{3}{7} D_{C N} \leq\left\{\begin{array}{c}
D_{C S} \\
\frac{1}{3} D_{C G} \leq \frac{3}{5} D_{R G} \\
\frac{1}{2} D_{S G} \leq \frac{3}{5} D_{R G}
\end{array}\right\} \leq 3 D_{A N} .
\end{array}\right.
$$

Proof: The proof of the above theorem is based on Lemma 1 and is given in parts in the following propositions.
Proposition 1: We have $D_{S A} \leq \frac{3}{4} D_{S N}$
Proof: Let us consider the function $g_{S A_{-} S N}(z)=\frac{f_{S A}^{\prime \prime}(z)}{f_{S N}^{\prime \prime}(z)}$, where
$f_{S A}^{\prime \prime}(z)=\frac{\sqrt{2}}{\left(z^{2}+(1-z)^{2}\right)^{3 / 2}}$ and $f_{S N}^{\prime \prime}(z)=\frac{\sqrt{2}}{\left(z^{2}+(1-z)^{2}\right)^{3 / 2}}+\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$.

This gives
$g_{S A_{-} S N}^{\prime}(z)=\frac{3 \sqrt{2}(2 z-1)\left(z-z^{2}\right)^{1 / 2}\left(2 z^{2}-2 z+1\right)^{1 / 2}\left(4 z^{2}-4 z-1\right)}{\left[6 \sqrt{2}\left(z-z^{2}\right)^{3 / 2}+\left(2 z^{2}-2 z+1\right)^{3 / 2}\right]^{2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$
And we have $\beta_{S A_{-} S N}=\sup _{z \in[0,1]} g_{S A_{-} S N}(z)=g_{S A_{-} S N}\left(\frac{1}{2}\right)=\frac{3}{4}$

By the application of Lemma 1 with (5), the proof holds.
Proposition 2: We have $D_{S A} \leq \frac{1}{3} D_{S H}$

Proof: Let us consider the function $g_{S A_{-} S H}(z)=\frac{f_{S A}^{\prime \prime}(z)}{f_{S H}^{\prime \prime}(z)}$, where

$$
f_{S A}^{\prime \prime}(z)=\frac{\sqrt{2}}{\left(z^{2}+(1-z)^{2}\right)^{3 / 2}} \text { and } f_{S H}^{\prime \prime}(z)=8+\frac{\sqrt{2}}{\left(2 z^{2}-2 z+1\right)^{3 / 2}} .
$$

This gives

$$
g_{S A_{-} S H}^{\prime}(z)=-\frac{12 \sqrt{2}\left(2 z^{2}-2 z+1\right)^{1 / 2}(4 z-2)}{\left[8\left(2 z^{2}-2 z+1\right)^{3 / 2}+\sqrt{2}\right]^{2}}\left\{\begin{array}{l}
>0 \text { for } z<1 / 2 \\
<0 \text { for } z>1 / 2
\end{array}\right.
$$

And we have $\beta_{S A_{-} S H}=\sup _{z \in[0,1]} g_{S A_{-} S H}(z)=g_{S A_{-} S H}\left(\frac{1}{2}\right)=\frac{1}{3}$

By the application of Lemma 1 with (6), the proof holds.

## Sequence of fuzzy divergence measures and inequalities

Proposition 3: We have $D_{S H} \leq \frac{9}{4} D_{C R}$

Proof: Let us consider the function $g_{S H_{-} C R}(z)=\frac{f_{S H}^{\prime \prime}(z)}{f_{C R}^{\prime \prime}(z)}$, where
$f_{S H}^{\prime \prime}(z)=8+\frac{\sqrt{2}}{\left(2 z^{2}-2 z+1\right)^{3 / 2}}$ and $f_{C R}^{\prime \prime}(z)=\frac{16}{3}$.

This gives
$g_{S H}{ }_{-} C R(z)=-\frac{46 \sqrt{2}(2 z-1)}{49\left(2 z^{2}-2 z+1\right)^{5 / 2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$

And we have $\beta_{S H_{-} C R}=\sup _{z \in[0,1]} g_{S H_{-} C R}(z)=g_{S H_{-} C R}\left(\frac{1}{2}\right)=\frac{9}{4}$
By the application of Lemma 1 with (7), the proof holds.

Proposition 4: We have $D_{C R} \leq \frac{4}{7} D_{C N}$

Proof: Let us consider the function $g_{C R_{-} C N}(z)=\frac{f_{C R}^{\prime \prime}(z)}{f_{C N}^{\prime \prime}(z)}$, where
$f_{C R}^{\prime \prime}(z)=\frac{16}{3}$ and $f_{C N}^{\prime \prime}(z)=8+\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$.

This gives
$g_{C R_{-} C N}^{\prime}(z)=\frac{48\left(z-z^{2}\right)^{1 / 2}(1-2 z)}{\left[48\left(z-z^{2}\right)^{3 / 2}+1\right]^{2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$

And we have $\beta_{C R_{-} C N}=\sup _{z \in[0,1]} g_{C R_{-} C N}(z)=g_{C R_{-} C N}\left(\frac{1}{2}\right)=\frac{4}{7}$

By the application of Lemma 1 with (8), the proof holds.
Proposition 5: We have $D_{C R} \leq \frac{2}{3} D_{S G}$

Proof: Let us consider the function $g_{C R_{-} C N}(z)=\frac{f_{C R}^{\prime \prime}(z)}{f_{S G}^{\prime \prime}(z)}$, where
$f_{C R}^{\prime \prime}(z)=\frac{16}{3}$ and $f_{S G}^{\prime \prime}(z)=\frac{4}{\left(4 z^{2}-4 z+2\right)^{3 / 2}}+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}$.
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This gives
$g_{C R_{-} S G}^{\prime}(z)=\frac{8(2 z-1)\left(z-z^{2}\right)^{1 / 2}\left(4 z^{2}-4 z+2\right)^{1 / 2}\left[32\left(z-z^{2}\right)^{5 / 2}-\left(4 z^{2}-4 z+2\right)^{5 / 2}\right]}{\left[8\left(z-z^{2}\right)^{3 / 2}+\left(4 z^{2}-4 z+2\right)^{3 / 2}\right]^{2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$
And we have $\beta_{C R_{-} S G}=\sup _{z \in[0,1]} g_{C R_{-} S G}(z)=g_{C R_{-} S G}\left(\frac{1}{2}\right)=\frac{2}{3}$
By the application of Lemma 1 with (9), the proof holds.
Proposition 6: We have $D_{S N} \leq \frac{4}{7} D_{C N}$
Proof: Let us consider the function $g_{S N_{-} C N}(z)=\frac{f_{S N}^{\prime \prime}(z)}{f_{C N}^{\prime}(z)}$, where
$f_{S N}^{\prime \prime}(z)=\frac{4}{\left(4 z^{2}-4 z+2\right)^{3 / 2}}+\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$ and $f_{C N}^{\prime \prime}(z)=8+\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$.
This gives $g_{S N_{-} C N}^{\prime}(z)=\frac{72\left(z-z^{2}\right)^{1 / 2}\left(4 z^{2}-4 z+2\right)^{1 / 2}(1-2 z)\left[1+96\left(z-z^{2}\right)^{5 / 2}-\left(4 z^{2}-4 z+2\right)^{5 / 2}\right]}{\left(48\left(z-z^{2}\right)^{3 / 2}+1\right)^{2}\left(4 z^{2}-4 z+2\right)^{3}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$
And we have $\beta_{S N_{-} C N}=\sup _{z \in[0,1]} g_{S N_{-} C N}(z)=g_{S N_{-} C N}\left(\frac{1}{2}\right)=\frac{4}{7}$
By the application of Lemma 1 with (10), the proof holds.
Proposition 7: We have $D_{S N} \leq \frac{2}{3} D_{S G}$

Proof: Let us consider the function $g_{S N_{-} S G}(z)=\frac{f_{S N}^{\prime \prime}(z)}{f_{S G}^{\prime \prime}(z)}$, where
$f_{S N}^{\prime \prime}(z)=\frac{4}{\left(4 z^{2}-4 z+2\right)^{3 / 2}}+\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$ and $f_{S G}^{\prime \prime}(z)=\frac{4}{\left(4 z^{2}-4 z+2\right)^{3 / 2}}+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}$.

This gives $g_{S N_{-} S G}^{\prime}(z)=\frac{144\left(z-z^{2}\right)^{1 / 2}\left(4 z^{2}-4 z+2\right)^{1 / 2}(1-2 z)}{\left[24\left(z-z^{2}\right)^{3 / 2}+3\left(4 z^{2}-4 z+2\right)^{3 / 2}\right]^{2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$
And we have $\beta_{S N_{-} S G}=\sup _{z \in[0,1]} g_{S N_{-} S G}(z)=g_{S N_{-} S G}\left(\frac{1}{2}\right)=\frac{2}{3}$
By the application of Lemma 1 with (11), the proof holds.
Proposition 8: We have $D_{C N} \leq \frac{7}{3} D_{C S}$
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Proof: Let us consider the function $g_{C N_{-} C S}(z)=\frac{f_{C N}^{\prime \prime}(z)}{f_{C S}^{\prime \prime}(z)}$, where
$f_{C N}^{\prime \prime}(z)=8+\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$ and $f_{C S}^{\prime \prime}(z)=8-\frac{4}{\left(4 z^{2}-4 z+2\right)^{3 / 2}}$

And we have $\beta_{C N \_C S}=\sup _{z \in[0,1]} g_{C N \_C S}(z)=g_{C N_{-} C S}\left(\frac{1}{2}\right)=\frac{7}{3}$

By the application of Lemma 1 with (12), the proof holds.
Proposition 9: We have $D_{C S} \leq 3 D_{A N}$

Proof: Let us consider the function $g_{C S_{-} A N}(z)=\frac{f_{C S}^{\prime \prime}(z)}{f_{A N}^{\prime \prime}(z)}$, where
$f_{C S}^{\prime \prime}(z)=8-\frac{4}{\left(4 z^{2}-4 z+2\right)^{3 / 2}}$ and $f_{A N}^{\prime \prime}(z)=\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$.

This gives $g_{C S_{-} A N}^{\prime}(z)=\frac{36(2 z-1)\left(z-z^{2}\right)\left\{4\left(z-z^{2}\right)^{1 / 2}-\left(4 z^{2}-4 z+2\right)\left[2\left(4 z^{2}-4 z+2\right)^{3 / 2}-1\right]\right\}}{\left(4 z^{2}-4 z+2\right)^{5 / 2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$

And we have $\beta_{C S_{-} A N}=\sup _{z \in[0,1]} g_{C S_{-} A N}(z)=g_{C S_{-} A N}\left(\frac{1}{2}\right)=3$

By the application of Lemma 1 with (13), the proof holds.
Proposition 10: We have $D_{C N} \leq \frac{7}{9} D_{C G}$

Proof: Let us consider the function $g_{C N_{-} C G}(z)=\frac{f_{C N}^{\prime \prime}(z)}{f_{C G}^{\prime \prime}(z)}$, where

$$
f_{C N}^{\prime \prime}(z)=8+\frac{1}{6\left(z-z^{2}\right)^{3 / 2}} \text { and } f_{C G}^{\prime \prime}(z)=8+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}
$$

This gives $g_{C N-C G}^{\prime}(z)=\frac{16(1-2 z)\left(z-z^{2}\right)^{1 / 2}}{\left[16\left(z-z^{2}\right)^{3 / 2}+1\right]^{2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$

And we have $\beta_{C N_{-} C G}=\sup _{z \in[0,1]} g_{C N_{-} C G}(z)=g_{C N_{-} C G}\left(\frac{1}{2}\right)=\frac{7}{9}$
By the application of Lemma 1 with (14), the proof holds.
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Proposition 11: We have $D_{S G} \leq \frac{6}{5} D_{R G}$

Proof: Let us consider the function $g_{S G_{-} R G}(z)=\frac{f_{S G}^{\prime \prime}(z)}{f_{R G}^{\prime \prime}(z)}$, where
$f_{S G}^{\prime \prime}(z)=\frac{4}{\left(4 z^{2}-4 z+2\right)^{3 / 2}}+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}$ and $f_{R G}^{\prime \prime}(z)=\frac{4}{3}+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}$

This gives
$g_{S G_{-} R G}^{\prime}(z)=\frac{9(2 z-1)\left\{\left[\left(4 z^{2}-4 z+2\right)^{5 / 2}-32\left(z-z^{2}\right)^{5 / 2}\right]\left[8\left(z-z^{2}\right)^{3 / 2}+3\right]-3\left[8\left(z-z^{2}\right)^{3 / 2}+\left(4 z^{2}-4 z+2\right)^{3 / 2}\right]\left(4 z^{2}-4 z+2\right)\right\}}{2\left(4 z^{2}-4 z+2\right)^{5 / 2}\left(z-z^{2}\right)\left[8\left(z-z^{2}\right)^{3 / 2}+3\right]^{2}}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$
And we have $\beta_{S G_{-} R G}=\sup _{z \in[0,1]} g_{S G_{-} R G}(z)=g_{S G_{-} R G}\left(\frac{1}{2}\right)=\frac{6}{5}$
By the application of Lemma 1 with (15), the proof holds.
Proposition 12: We have $D_{C G} \leq \frac{9}{5} D_{R G}$

Proof: Let us consider the function $g_{C G_{-} R G}(z)=\frac{f_{C G}^{\prime \prime}(z)}{f_{R G}^{\prime \prime}(z)}$, where
$f_{C G}^{\prime \prime}(z)=8+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}$ and $f_{R G}^{\prime \prime}(z)=\frac{4}{3}+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}$.
This gives $g_{C G_{-} R G}^{\prime}(z)=\frac{540\left(z-z^{2}\right)^{1 / 2}(1-2 z)}{8\left(z-z^{2}\right)^{3 / 2}+3}\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$
And we have $\beta_{C G_{-} R G}=\sup _{z \in[0,1]} g_{C G_{-} R G}(z)=g_{C G_{-} R G}\left(\frac{1}{2}\right)=\frac{9}{5}$
By the application of Lemma 1 with (16), the proof holds.
Proposition 13: We have $D_{R G} \leq 5 D_{A N}$
Proof: Let us consider the function $g_{R G_{-} A N}(z)=\frac{f_{R G}^{\prime \prime}(z)}{f_{A N}^{\prime \prime}(z)}$, where
$f_{R G}^{\prime \prime}(z)=\frac{4}{3}+\frac{1}{2\left(z-z^{2}\right)^{3 / 2}}$ and $f_{A N}^{\prime \prime}(z)=\frac{1}{6\left(z-z^{2}\right)^{3 / 2}}$.
This gives $g_{R G_{-} A N}^{\prime}(z)=8\left(z-z^{2}\right)^{3 / 2}+3\left\{\begin{array}{l}>0 \text { for } z<1 / 2 \\ <0 \text { for } z>1 / 2\end{array}\right.$
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And we have $\beta_{R G_{-} A N}=\sup _{z \in[0,1]} g_{R G_{-} A N}(z)=g_{R G_{-} A N}\left(\frac{1}{2}\right)=5$
By the application of Lemma 1 with (17), the proof holds.

## 5. NUMERICAL EXAMPLE

In this Section we numerically verify the inequalities established in Section 4. Let us consider two standard fuzzy sets:

$$
A=(0.5,0.2,0.3,0.4,0.1) \text { and } B=(0.2,0.1,0.4,0.4,0.5)
$$

From the calculated numerical values of fuzzy divergence measures given in Table 2, the inequalities proposed in theorem 2 are verified.

Table 2
Calculated Numerical Values of Fuzzy Divergence Measures in Inequalities for Fuzzy Sets $A$ and $B$

| $D_{S A}$ | $D_{S N}$ | $D_{S H}$ | $D_{S G}$ | $D_{C R}$ | $D_{C N}$ | $D_{C S}$ | $D_{C G}$ | $D_{A N}$ | $D_{R G}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1516 | 0.2091 | 0.4714 | 0.3241 | 0.2132 | 0.3773 | 0.1682 | 0.4923 | 0.0575 | 0.2791 |

## 6. CONCLUDING REMARKS

In this paper, we have proposed a sequence of fuzzy mean difference divergence measures. The validity of these fuzzy mean difference divergence measures is proved axiomatically. Furthermore, it establishes a sequence of inequalities among some of the proposed fuzzy divergence measures with their proof. The inequalities are also verified numerically with the help of a numerical example. The resulting fuzzy divergence measures are much simpler with the difference of the means involved. On establishing inequalities among them, they are therefore much more efficient computationally.
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