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#### Abstract

In this work, we study a Dirichlet problem for harmonic operator. Some theoretic spectral approaches are given. Numerical solutions and illustrations are established to prove our theoretic study.
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## 1. Introduction

Spectral methods are classical techniques to resolve theoretically and numerically differential equations, partial differential equations and integral equations. These methods appear competitive with finite differences and finite element methods. Moreover, it is possible to verify a solution of these problems easily by these methods. Physically, they are based on quest of a solution as well-known charges series. Test functions in the case of spectral methods are infinitely differentiable functions. They appear as tensorial products of proper functions. The choice of test functions arrange according to three spectral schemes: Galerkin, collocation and tau.

Galerkin approach consists to replace test functions space by a finite dimensional linear subspace $V_{N}(\Omega)$. Thus approach solution is in the form

$$
u_{N}=\sum_{n=0}^{N} a_{n} \varphi_{n}
$$

where $a_{n}$ are reals and $V_{N}=\operatorname{Span}\left\{\varphi_{0}, \varphi_{1}, \ldots, \varphi_{N}\right\}$.
A most disadvantage of this approach requires integral calculus, which is not always easy to do and at the same time very expensive.

Hence idea was then to introduce collocation approach. This approach restates again on variational formulation but computing integrals by adapted quadrature formulae. Collocation approach has been used first by Slater in 1934 and by Kantorovic in 1934 in some specific applications ([2]).

In 1937, Frazer, Jones and Skan evolved this approach as a global approach to resolve ordinary differential equations ([2]). This approach is particularly attractive because it is easy to be applied to nonlinear problems.

Tau approach has been discovered by Lanczos in 1938 (5)). An approach solution is given by

$$
u_{N}=\sum_{n=0}^{N+k} a_{n} \varphi_{n},
$$

where $k$ is the number of independent constraints of the form $B u_{N}=0$ and $B$ is a linear differential operator. An important difference between tau approach and Galerkin approach is in the first, test functions do not verify boundary conditions.

[^0]Let $\Omega$ be a bounded open set of $\mathbb{R}^{d}(d=1,2,3)$ and of regular boundary $\operatorname{Fr}(\Omega)$. Consider the following problem

$$
\left(P_{0}\right) \quad\left\{\begin{array}{l}
-\Delta u=f \text { in } \Omega \\
u=0 \text { on } \operatorname{Fr}(\Omega) .
\end{array}\right.
$$

In this work, we study a Dirichlet problem for harmonic operator. Some theoretic spectral approaches are given. Numerical solutions and illustrations are established to prove our theoretic study.

To study a problem $\left(P_{0}\right)$, we shall require some definitions and preliminary results.

## 2. Generalities

Let $V$ be a real Hilbert space equipped with a scalar product (.,.) and associated norm $\|\cdot\|_{V}$. Denote $V^{\prime}$ a dual of Hilbert space $V$.
Definition 1. Let $\mathfrak{a}(.,$.$) be a bilinear form from V \times V$ into $\mathbb{R}$. We say that $\mathfrak{a}(.,$.$) is$
(1) continuous if there exists a constant $c>0$ such that

$$
|\mathfrak{a}(u, v)| \leq c\|u\|_{V}\|v\|_{V}, \quad \forall u, v \in V
$$

(2) $V$-elliptic if there exists an $\alpha>0$ such that

$$
|a(v, v)| \geq \alpha\|v\|_{V}^{2}, \quad \forall v \in V
$$

Lemma 1. (Lax-Milgram) Let us given

1) a Hilbert space $V$ equipped with the norm $\|.\|_{V}$;
2) a continuous bilinear form $a(.,$.$) on V \times V$ and verifies a $V$-ellipticity condition:

$$
\exists \alpha>0, a(v, v) \geq \alpha\|v\|_{V}^{2}, \quad \forall v \in V ;
$$

3) a continuous linear form $l($.$) on V$.

Then a problem

$$
\left(P_{1}\right) \quad\left\{\begin{array}{l}
\text { Find } u \in V \text { such that } \\
a(u, v)=l(v), \forall v \in V
\end{array}\right.
$$

has one and only one solution.
Definition 2. Define

- $C_{0}^{\infty}(\Omega)$ : space of infinitely differentiable functions with compact support in $\Omega$, namely

$$
C_{0}^{\infty}(\Omega):=\left\{\varphi: \varphi \in C^{\infty}(\Omega), \operatorname{supp} \varphi \subset \Omega\right\}=\mathfrak{D}(\Omega) ;
$$

- $\mathfrak{D}(\bar{\Omega})$ : restrictions space to $\bar{\Omega}$ of infinitely differentiable functions with compact support in $\mathbb{R}^{d}$;
- $\mathfrak{D}^{\prime}(\Omega)$ : distributions space in $\Omega$ as a dual space of $C_{0}^{\infty}(\Omega)$, namely, continuous linear forms space on $\mathfrak{D}(\Omega)$.
Definition 3. We call $H^{m}(\Omega)$ Sobolev space of functions whose generalized derivatives up to order $m \in \mathbb{N}$ belong to $L^{2}(\Omega)$, namely

$$
H^{m}(\Omega):=\left\{v: v \in L^{2}(\Omega), \partial^{\alpha} v \in L^{2}(\Omega) ;|\alpha| \leq m\right\} .
$$

We equip this space with the following scalar product:

$$
(u, v)_{H^{m}(\Omega)}=\int_{\Omega} \sum_{|\alpha| \leq m}\left(\partial^{\alpha} u\right)\left(\partial^{\alpha} v\right) d x
$$

and associated norm

$$
\|u\|_{H^{m}(\Omega)}:=(u, u)_{H^{m}(\Omega)}^{\frac{1}{2}}
$$

Denote $H_{0}^{m}(\Omega)$ a closure in $H^{m}(\Omega)$ of $\mathfrak{D}(\Omega)$ in comparison with a norm $\|u\|_{H^{m}(\Omega)}$ and $H^{-m}(\Omega)$ the dual of $H_{0}^{m}(\Omega)$.

A characterization of spaces $H_{0}^{m}(\Omega)$ is made by trace theorems.

Definition 4. Let $v \in \mathfrak{D}(\bar{\Omega})$ and let $\eta$ be outward normal to $\operatorname{Fr}(\Omega)$. We call trace up to order $j(j \in \mathbb{N})$ of $u$ on the boundary $\operatorname{Fr}(\Omega)$, a linear mapping $\gamma_{j}$ defined by

$$
\left\{\begin{array}{l}
\gamma_{j}: v \longrightarrow \gamma_{j} v \\
\left.\gamma_{j} v=\frac{\partial^{j} u}{\partial \eta^{j}} \right\rvert\, F r(\Omega)
\end{array}\right.
$$

where $\gamma_{0} v=v_{\mid F r(\Omega)}$ and $\frac{\partial^{j} u}{\partial \eta^{j}}$ is a normal derivative up to order $j$ on $\operatorname{Fr}(\Omega)$ facing outward of $\operatorname{Fr}(\Omega)$.
Theorem 1. (4])Let $m$ be a positive integer. Then a mapping $\vec{\gamma}_{m}: v \longrightarrow \vec{\gamma}_{m} v=$ $\left(\gamma_{0} v, \gamma_{1} v, \ldots, \gamma_{m-1} v\right)$ defined on $\mathfrak{D}(\bar{\Omega})$ into $(\mathfrak{D}(\operatorname{Fr}(\Omega)))^{m}$ is prolonged by density to a continuous surjective linear mapping from $H^{m}(\Omega)$ into $\prod_{j=0}^{m-1} H^{m-j-\frac{1}{2}}(\operatorname{Fr}(\Omega))$.

Thus $H_{0}^{m}(\Omega)$ is characterized by

$$
H_{0}^{m}(\Omega)=\left\{v \in H^{m}(\Omega): \gamma_{j} v=\frac{\partial^{j} u}{\partial \eta^{j}}=0 \text { on } \operatorname{Fr}(\Omega), j=0,1, \ldots, m-1\right\}
$$

where $\gamma_{0} v=v_{\mid F r(\Omega)}$.
As a consequence, we have the following result:
Corollary 1. For $m \geq k$, one has

$$
\mathfrak{D}(\Omega) \subset H_{0}^{m}(\Omega) \subset H_{0}^{k}(\Omega) \subset L^{2}(\Omega) \subset H_{0}^{-k}(\Omega) \subset H_{0}^{-m}(\Omega) \subset \mathfrak{D}^{\prime}(\Omega)
$$

with continuous and density injections.
Remark 1. The mapping $|\cdot|_{H^{m}(\Omega)}$ defined in $H^{m}(\Omega)$ by

$$
|u|_{H^{m}(\Omega)}=\left(\int_{\Omega} \sum_{|\alpha|=m}\left|\partial^{\alpha} u\right|^{2} d x\right)^{\frac{1}{2}}
$$

is a seminorm in $H^{m}(\Omega)$.
Moreover we have the following theorem:
Theorem 2. A seminorm $|\cdot|_{H^{m}(\Omega)}$ is a norm in $H_{0}^{m}(\Omega)$ equivalent to an usual norm induced by those of $H^{m}(\Omega)$.

We can define, also Sobolev spaces using Fourier transform. Indeed, $u \in H^{m}\left(\mathbb{R}^{d}\right)$ is equivalent to say $D^{\alpha} u \in L^{2}\left(\mathbb{R}^{d}\right), \quad \forall|\alpha| \leq m$ and consequently $\mathfrak{F}\left(D^{\alpha} u\right) \in L^{2}\left(\mathbb{R}^{d}\right)$, where $\mathfrak{F}($.$) is$ Fourier transform. This is comes to say that

$$
|\xi|^{\alpha}|\mathfrak{F}(u)| \in L^{2}\left(\mathbb{R}^{d}\right) \quad \text { or } \quad\left(1+|\xi|^{2}\right)^{\frac{m}{2}}|\mathfrak{F}(u)| \in L^{2}\left(\mathbb{R}^{d}\right)
$$

So, we will have

$$
\begin{aligned}
& \|u\|_{H^{m}\left(\mathbb{R}^{d}\right)}^{2}=\sum_{|\alpha| \leq m}\left\|D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}=\sum_{|\alpha| \leq m}\left\|\mathfrak{F}\left(D^{\alpha} u\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \\
& =\sum_{|\alpha| \leq m}\left\||\xi|^{\alpha} \mathfrak{F}(u)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq \int_{\mathbb{R}^{d}}\left(1+|\xi|^{2}\right)^{m}|\mathfrak{F}(u)|^{2} d \xi .
\end{aligned}
$$

The second inequality is obvious.
This last defines an equivalent norm to induced norm by the space $H^{m}\left(\mathbb{R}^{d}\right)$. By interpolation, we can introduce the space $H^{s}\left(\mathbb{R}^{d}\right)$ for all real $s$.

Definition 5. Let $s \geq 0$ be real, denote $H^{s}\left(\mathbb{R}^{d}\right)$ the following Sobolev space:

$$
H^{s}\left(\mathbb{R}^{d}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{d}\right):\left(1+|\xi|^{2}\right)^{\frac{s}{2}}|\mathfrak{F}(u)| \in L^{2}\left(\mathbb{R}^{d}\right)\right\}
$$

equipped with the norm

$$
\|u\|_{H^{s}\left(\mathbb{R}^{d}\right)}=\left(\int_{\mathbb{R}^{d}}\left(1+|\xi|^{2}\right)^{s}|\mathfrak{F}(u)|^{2} d \xi\right)^{\frac{1}{2}} .
$$

In this work, we will also need the following Sobolev spaces:

$$
H^{s}(\Omega):=\left\{u_{\mid \Omega}: u \in H^{s}\left(\mathbb{R}^{d}\right), s \in \mathbb{R}\right\}
$$

and

$$
H^{s}(\operatorname{Fr}(\Omega)):= \begin{cases}\left\{u_{\mid F r(\Omega)}: u \in H^{s+\frac{1}{2}}\left(\mathbb{R}^{d}\right)\right\} & \text { if } s>0 \\ L^{2}(\operatorname{Fr}(\Omega)) & \text { if } s=0 \\ \left(H^{-s}(\operatorname{Fr}(\Omega))\right)^{\prime} & \text { if } s<0\end{cases}
$$

Lemma 2. (Poincaré-Friedrichs inequality)(7]) There exists a constant $c>0$ dependent of $\Omega$ such that

$$
\|v\|_{L^{2}(\Omega)} \leq c(\Omega)\|v\|_{H_{0}^{m}(\Omega)}, \forall v \in H_{0}^{m}(\Omega)
$$

Proposition 1. a) All sufficiently regular solution $u$ of problem $\left(P_{0}\right)$ is a solution of problem ( $P_{1}$ );
b) a solution in $H_{0}^{1}(\Omega)$ of problem $\left(P_{1}\right)$ is a weak solution of problem $\left(P_{0}\right)$.

Denote $I$ the open interval $]-1,+1[$ in $\mathbb{R}$ and $\Omega$ the product $]-1,+1\left[{ }^{d}\right.$ in $\mathbb{R}^{d}$.
Definition 6. We call orthogonal system in $L^{2}(I)$, all family $\left(\varphi_{i}\right)_{i \in J}$ ( $J$ is finite or countable set) of non zeros elements of $L^{2}(I)$ and two by two orthogonal. Namely

$$
\int_{-1}^{+1} \varphi_{i}(x) \varphi_{j}(x) d x= \begin{cases}c & \text { if } i=j, \\ 0 & \text { if } i \neq j\end{cases}
$$

Definition 7. A system $\left(\varphi_{i}\right)_{i \in J}$ is said linearly independent if all finite subset of this system is linearly independent.

Proposition 2. If elements $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{N}$ form an orthogonal system, they are inevitably linearly independents.

Definition 8. We call Legendre family of polynomials, a family $\left(L_{n}\right)_{n \in \mathbb{N}}$ of polynomials in $I$ two by two orthogonal in $L^{2}(I)$.
Theorem 3. (9]) All function $u$ of $L^{2}(\Omega)$ can be approximate by polynomials serie which converges uniformly to $u$.

Proposition 3. a) For all integer $n \geq 0$, a polynomial $L_{n}$ verifies the differential equation

$$
\frac{d}{d x}\left(\left(1-x^{2}\right) L_{n}^{\prime}\right)+n(n+1) L_{n}=0
$$

b) for all integer $n \geq 0$, a polynomial $L_{n}$ is given by

$$
L_{n}(x)=\frac{(-1)^{n}}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left(\left(1-x^{2}\right)^{n}\right)
$$

called Rodrigues formula.
Corollary 2. a) For all integers $m \geq 0$ and $n \geq 0$, one has

$$
\int_{-1}^{+1} L_{m}^{\prime}(x) L_{n}^{\prime}(x)\left(1-x^{2}\right) d x=n(n+1) \int_{-1}^{+1} L_{m}(x) L_{n}(x) d x
$$

b) for all integer $n \geq 0$, a polynomial $L_{n}$ verifies

$$
\begin{aligned}
& \int_{-1}^{+1} L_{n}^{2}(x) d x=\frac{2}{2 n+1}, \quad L_{n}( \pm 1)=( \pm 1)^{n} \\
& L_{n}^{\prime}( \pm 1)=( \pm 1)^{n-1} \frac{1}{2} n(n+1)
\end{aligned}
$$

c) Legendre polynomials $L_{n}$ form a system of orthogonal polynomials in $L^{2}(I)$. They verify relations:

$$
\begin{aligned}
& L_{0}(x)=1, \quad L_{1}(x)=x \\
& (n+1) L_{n+1}(x)-(2 n+1) x L_{n}(x)+n L_{n-1}(x)=0
\end{aligned}
$$

and

$$
\begin{aligned}
\left(x^{2}-1\right) L_{n}^{\prime}(x) & =n x L_{n-1}(x)-n L_{n-1}(x) \\
& =(n+1) L_{n+1}(x)-(n+1) x L_{n}(x), \\
\left(1-x^{2}\right) L_{n}^{\prime \prime}(x) & -2 x L_{n}^{\prime}(x)+n(n+1) L_{n}(x)=0
\end{aligned}
$$

d) for all integer $n \geq 0$, one has an integral equation:

$$
\int_{-1}^{x} L_{n}(t) d t=\frac{1}{2 n+1}\left(L_{n+1}(x)-L_{n-1}(x)\right) .
$$

## 3. Main Results

### 3.1. Approximation of the Problem $\left(P_{0}\right)$ by Spectral Method.

Consider the following problem:

$$
\left(P_{0}\right) \quad\left\{\begin{array}{l}
-\Delta u=f \text { in } \Omega \\
u=0 \quad \text { on } \operatorname{Fr}(\Omega)
\end{array}\right.
$$

We introduce a variational formulation of $\left(P_{0}\right)$ as follows:

$$
\left(P_{1}\right) \quad\left\{\begin{array}{l}
\text { Find } u \in V=H_{0}^{1}(\Omega) \text { such that } \\
\mathfrak{a}(u, v)=l(v), \forall v \in V,
\end{array}\right.
$$

where

$$
\mathfrak{a}(u, v)=\int_{\Omega} \nabla u \nabla v d x \text { and } l(v)=\int_{\Omega} f v d x .
$$

Galerkin method consists to replace test functions space by a finite dimensional linear subspace $V_{N}^{d}(\Omega)$, thus Galerkin approximatation of $\left(P_{1}\right)$ comes down to study the following problem:

$$
\left(P_{N}\right) \quad\left\{\begin{array}{l}
\text { Find } u_{N} \in V_{N}^{d}(\Omega) \text { such that } \\
\mathfrak{a}\left(u_{N}, v\right)=l(v), \forall v \in V_{N}^{d}(\Omega) .
\end{array}\right.
$$

Put

$$
V_{N}^{d}(\Omega)=\operatorname{Span}\left\{L_{K}, K \in \mathbb{N}^{d},|K|_{\infty} \leq N\right\}
$$

where

$$
L_{K}(x)=\prod_{j=1}^{d} L_{k_{j}}\left(x_{j}\right), \quad x=\left(x_{1}, \ldots, x_{d}\right), \quad|K|_{\infty}=\max _{1 \leq j \leq d}\left(\left|k_{j}\right|\right)
$$

Denote $P_{N}$ the orthogonal projection operator of $L^{2}(\Omega)$ in $V_{N}^{d}(\Omega)$. This means that

$$
\left(u-P_{N} u, \phi_{N}\right)_{L^{2}(\Omega)}=0, \quad \forall \phi_{N} \in V_{N}^{d}(\Omega)
$$

where

$$
(u, v)_{L^{2}(\Omega)}=\int_{\Omega} u v d x
$$

Theorem 4. (3]) For all real $s \geq 0$, there exists a positive constant $c$ independent of $N$ such that for all function $u \in H^{s}(\Omega)$, one has

$$
\left\|u-P_{N} u\right\|_{L^{2}(\Omega)} \leq c N^{-s}\|u\|_{H^{s}(\Omega)} .
$$

Proof. - If $s$ is even, i.e., $s=2 p, p \geq 1$, we define an operator

$$
A_{j}=D_{j}\left(1-x_{j}^{2}\right) D_{j}, \quad D_{j}=\frac{\partial}{\partial x_{j}}
$$

Consider sets

$$
K(N)=\left\{K \in \mathbb{N}^{d}:|K|_{\infty}>N\right\} ; \quad K^{(1)}(N)=\left\{K \in K(N): k_{1}>N\right\}
$$

and

$$
K^{(j)}(N)=\left\{K \in K(N) \backslash \cup_{l<j} K^{(l)}(N): k_{j}>N\right\}, j=2, \ldots, d .
$$

If

$$
u=\sum_{K \in \mathbb{N}^{d}} \widehat{u}_{K} L_{K}
$$

then,

$$
\widehat{u}_{K}=\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} \int_{\Omega} u(x) L_{K}(x) d x=\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} \int_{\Omega^{\prime}} L_{K^{\prime}}\left(x^{\prime}\right) d x^{\prime} \int_{-1}^{+1} u\left(x_{1}, x^{\prime}\right) L_{k_{1}}\left(x_{1}\right) d x_{1}
$$

where $x^{\prime}=\left(x_{2}, \ldots, x_{d}\right), K^{\prime}=\left(k_{2}, \ldots, k_{d}\right)$ and $\left.\Omega^{\prime}=\right]-1,+1\left[{ }^{d-1}\right.$. But

$$
L_{k_{1}}\left(x_{1}\right)=-\frac{1}{k_{1}\left(k_{1}+1\right)} \frac{d}{d x_{1}}\left(\left(1-x_{1}^{2}\right) L_{k_{1}}^{\prime}\left(x_{1}\right)\right)
$$

then

$$
\begin{aligned}
& \widehat{u}_{K}=-\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} \frac{1}{k_{1}\left(k_{1}+1\right)} \int_{\Omega^{\prime}} L_{K^{\prime}}\left(x^{\prime}\right) d x^{\prime} \int_{-1}^{+1} u\left(x_{1}, x^{\prime}\right) \frac{d}{d x_{1}}\left(\left(1-x_{1}^{2}\right) L_{k_{1}}^{\prime}\left(x_{1}\right) d x_{1}\right. \\
& \left.\quad=-\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} \frac{1}{k_{1}\left(k_{1}+1\right)} \int_{\Omega^{\prime}} L_{K^{\prime}}\left(x^{\prime}\right) d x^{\prime} \int_{-1}^{+1} u\left(x_{1}, x^{\prime}\right) A_{1} L_{k_{1}}\left(x_{1}\right)\right) d x_{1}
\end{aligned}
$$

and from twice integration by parts we obtain

$$
\begin{aligned}
\widehat{u}_{K} & =-\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} \frac{1}{k_{1}\left(k_{1}+1\right)} \int_{\Omega^{\prime}} L_{K^{\prime}}\left(x^{\prime}\right) d x^{x^{+}} \int_{-1}^{+1} A_{1} u\left(x_{1}, x^{\prime}\right) L_{k_{1}}\left(x_{1}\right) d x_{1} \\
& =-\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} \frac{1}{k_{1}\left(k_{1}+1\right)} \int_{\Omega} A_{1} u(x) L_{K}(x) d x .
\end{aligned}
$$

Iterating $p$-time this result, we obtain

$$
\widehat{u}_{K}=\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}}\left(-\frac{1}{k_{1}\left(k_{1}+1\right)}\right)^{p} \int_{\Omega} A_{1}^{p} u(x) L_{K}(x) d x
$$

For $1 \leq j \leq d$ one has

$$
\widehat{u}_{K}=\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}}\left(-\frac{1}{k_{j}\left(k_{j}+1\right)}\right)^{p} \int_{\Omega} A_{j}^{p} u(x) L_{K}(x) d x
$$

and

$$
\left|\widehat{u}_{K}\right|^{2}=\frac{1}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}}\left(\frac{1}{k_{j}\left(k_{j}+1\right)}\right)^{2 p}\left(\frac{\int_{\Omega}^{p} A_{j}^{p} u(x) L_{K}(x) d x}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}}\right)^{2}
$$

implies

$$
\sum_{K \in K^{(j)}(N)}\left|\widehat{u}_{K}\right|^{2}\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}=\left(\frac{1}{k_{j}\left(k_{j}+1\right)}\right)^{2 p} \sum_{K \in K^{(j)}(N)} \frac{\left(\int_{\Omega} A_{j}^{p} u(x) L_{K}(x) d x\right)^{2}}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} .
$$

Lower $k_{j}\left(k_{j}+1\right)$ by $N^{2}$, we obtain

$$
\begin{gathered}
\sum_{K \in K^{(j)}(N)}\left|\widehat{u}_{K}\right|^{2}\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2} \leq N^{-4 p} \sum_{K \in K^{(j)}(N)} \frac{\left|\int_{\Omega}^{p} u(x) L_{K}(x) d x\right|^{2}}{\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}} \\
\leq N^{-4 p} \sum_{K \in K^{(j)}(N)}\left\|A_{j}^{p} u\right\|_{L^{2}(\Omega)}^{2} \leq c N^{-4 p}\left\|A_{j}^{p} u\right\|_{L^{2}(\Omega)}^{2} .
\end{gathered}
$$

By ([1]) operator $A_{j}^{p}$ is continuous from $H^{2 p}(\Omega)$ into $L^{2}(\Omega)$, hence one has

$$
\sum_{K \in K^{(j)}(N)}\left|\widehat{u}_{K}\right|^{2}\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2} \leq N^{-4 p}\|u\|_{H^{2 p}(\Omega)}^{2}
$$

But

$$
\left\|u-P_{N} u\right\|_{L^{2}(\Omega)}^{2}=\sum_{j=1}^{d} \sum_{K \in K^{(j)}(N)}\left|\widehat{u}_{K}\right|^{2}\left\|L_{K}\right\|_{L^{2}(\Omega)}^{2}
$$

therefore

$$
\left\|u-P_{N} u\right\|_{L^{2}(\Omega)}^{2} \leq c N^{-2 p}\|u\|_{H^{2 p}(\Omega)}=c N^{-s}\|u\|_{H^{s}(\Omega)}
$$

- If $s$ is odd, i.e., $s=2 p+1$ :
in the same way for $s$ odd, by interpolation we obtain the result.

Proposition 4. (5] Let

$$
u\left(x_{i}\right)=\sum_{n=0}^{\infty} \widehat{u}_{n} L_{n}\left(x_{i}\right)
$$

then

$$
u^{\prime}\left(x_{i}\right)=\sum_{n=1}^{\infty} \widehat{u}_{n} L_{n}^{\prime}\left(x_{i}\right)=\sum_{n=0}^{\infty} \widehat{z}_{n} L_{n}\left(x_{i}\right),
$$

where

$$
\widehat{z}_{n}=(2 n+1) \sum_{p=n+1, p+n \text { odd }}^{\infty} \widehat{u}_{p}
$$

Lemma 3. Let $u \in H^{1}(\Omega)$ and $D_{1} u=\sum_{K \in \mathbb{N}^{d}} \widehat{z}_{K} L_{K}$. Then

$$
P_{N} D_{1} u-D_{1} P_{N} u= \begin{cases}Z^{(N)} L_{0}^{(N)}+Z^{(N+1)} L_{1}^{(N)} & \text { if } N \text { is even } \\ Z^{(N)} L_{1}^{(N)}+Z^{(N+1)} L_{0}^{(N)} & \text { if } N \text { is odd }\end{cases}
$$

where

$$
\begin{aligned}
& Z^{(N)}=\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} \sum_{m=N+1, m+N \text { odd }}^{\infty} \widehat{u}_{\left(m, K^{\prime}\right)} L_{K^{\prime}} \\
& Z^{(N+1)}=\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} \sum_{m=N+2, m+N+1 \text { odd }}^{\infty} \widehat{u}_{\left(m, K^{\prime}\right)} L_{K^{\prime}}
\end{aligned}
$$

and

$$
L_{0}^{(N)}=\sum_{l_{1}=0, l_{1} \text { even }}^{N}\left(2 l_{1}+1\right) L_{l_{1}}, \quad L_{1}^{(N)}=\sum_{l_{1}=1, l_{1} \text { odd }}^{N}\left(2 l_{1}+1\right) L_{l_{1}}
$$

Proof. By Proposition 4 one has

$$
\widehat{z}_{K}=\left(2 k_{1}+1\right) \sum_{m=k_{1}+1, m+k_{1} \text { odd }}^{\infty} \widehat{u}_{\left(m, K^{\prime}\right)}
$$

therefore, one has

$$
D_{1} u=\sum_{K \in \mathbb{N}^{d}}\left(\left(2 k_{1}+1\right) \sum_{m=k_{1}+1, m+k_{1} \text { odd }}^{\infty} \widehat{u}_{\left(m, K^{\prime}\right)}\right) L_{K}
$$

and

$$
\begin{aligned}
P_{N} D_{1} u & =\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\sum_{l_{1}=0}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right) \\
D_{1} P_{N} u= & \sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\sum_{l_{1}=0}^{N-1}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right) .
\end{aligned}
$$

Then

$$
\begin{gathered}
P_{N} D_{1} u-D_{1} P_{N} u=\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\sum_{l_{1}=0}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right) \\
-\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\sum_{l_{1}=0}^{N-1}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right) .
\end{gathered}
$$

But

$$
\sum_{l_{1}=0}^{N}=\sum_{l_{1}=0, l_{1} \text { even }}^{N}+\sum_{l_{1}=1, l_{1} \text { odd }}^{N}
$$

So

$$
\begin{gathered}
P_{N} D_{1} u-D_{1} P_{N} u=\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { even }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)+\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=1, l_{1} \text { odd }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)-\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { even }}^{N-1}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)-\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=1, l_{1} \text { odd }}^{N-1}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right) .\right.
\end{gathered}
$$

If $N$ is even, one has

$$
\begin{gathered}
P_{N} D_{1} u-D_{1} P_{N} u=\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { even }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)+\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { odd }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=N+1, k_{1}+N \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)+\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { odd }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N+1} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)+\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { odd }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=N+2, k_{1}+N+1 \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}^{N}\right) L_{l_{1}}\right)-\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { even }}^{N-1}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)-\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=1, l_{1} \text { odd }}^{N-1}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=l_{1}+1, k_{1}+l_{1} \text { odd }}^{N} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}^{N}\right) L_{l_{1}}\right) .\right.
\end{gathered}
$$

Therefore

$$
\begin{gathered}
P_{N} D_{1} u-D_{1} P_{N} u=\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=0, l_{1} \text { even }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=N+1, k_{1}+N \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)+\right. \\
\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} L_{K^{\prime}}\left(\left(\sum_{l_{1}=1, l_{1} \text { odd }}^{N}\left(2 l_{1}+1\right)\left(\sum_{k_{1}=N+2, k_{1}+N+1 \text { odd }}^{\infty} \widehat{u}_{\left(k_{1}, K^{\prime}\right)}\right) L_{l_{1}}\right)\right. \\
=Z^{(N)} L_{0}^{(N)}+Z^{(N+1)} L_{1}^{(N)} .
\end{gathered}
$$

In the same way for $N$ odd.
Theorem 5. ([9) For all reals $0 \leq \nu \leq \mu$ one has

$$
\|u\|_{H^{\mu}(\Omega)} \leq c N^{2(\mu-\nu)}\|u\|_{H^{\nu}(\Omega)}, \quad \forall u \in V_{N}^{d}(\Omega)
$$

Lemma 4. For all reals $s$ and $t, 0 \leq s \leq t-1$, there exists a constant $c>0$ such that for any $j=1, \ldots, d$, one has

$$
\left\|\left(P_{N} D_{j}-D_{j} P_{N}\right) u\right\|_{H^{s}(\Omega)} \leq c N^{2 s-t+\frac{3}{2}}\|u\|_{H^{t}(\Omega)}, \quad \forall u \in H^{t}(\Omega)
$$

Proof. For $j=1$, we remark that $Z^{(N)}, Z^{(N+1)}$ dependent from $x^{\prime}=\left(x_{2}, \ldots, x_{d}\right)$ and $Z^{(N)}, Z^{(N+1)} \in$ $V_{N}^{d-1}(\Omega) ; L_{0}^{(N)}, L_{1}^{(N)}$ dependent from $x_{1}$, and orthogonals in $L^{2}(I)$.

- For $N$ even, one has

$$
\begin{aligned}
\|\left(P_{N} D_{1}-\right. & \left.D_{1} P_{N}\right) u \|_{L^{2}(\Omega)}^{2}=\left(Z^{(N)} L_{0}^{(N)}+Z^{(N+1)} L_{1}^{(N)}, Z^{(N)} L_{0}^{(N)}+Z^{(N+1)} L_{1}^{(N)}\right) \\
& =\left(Z^{(N)} L_{0}^{(N)}, Z^{(N)} L_{0}^{(N)}\right)+2\left(Z^{(N)} L_{0}^{(N)}, Z^{(N+1)} L_{1}^{(N)}\right)+\left(Z^{(N+1)} L_{1}^{(N)}, Z^{(N+1)} L_{1}^{(N)}\right) \\
& =\left\|Z^{(N)}\right\|_{L^{2}(\Omega)}^{2}\left\|L_{0}^{(N)}\right\|_{L^{2}(\Omega)}^{2}+\left\|Z^{(N+1)}\right\|_{L^{2}(\Omega)}^{2}\left\|L_{1}^{(N)}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

And
$\left.\left\|Z^{(N)}\right\|_{L^{2}(\Omega)}^{2}=\| \sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} \sum_{m=N+1, m+N \text { odd }}^{\infty} \widehat{u}_{\left(m, K^{\prime}\right)}\right) L_{K^{\prime}}\left\|_{L^{2}(\Omega)}^{2} \leq\right\| D_{1} u-P_{N-1} D_{1} u \|_{L^{2}(\Omega)}^{2}$.
By Theorem 4, one has

$$
\left\|Z^{(N)}\right\|_{L^{2}(\Omega)}^{2} \leq c N^{2(1-t)}\left\|D_{1} u\right\|_{H^{t-1}(\Omega)}^{2} \leq c N^{2(1-t)}\|u\|_{H^{t}(\Omega)}^{2}
$$

and

$$
\begin{aligned}
& \left\|Z^{(N+1)}\right\|_{L^{2}(\Omega)}^{2}=\left\|\sum_{K^{\prime} \in \mathbb{N}^{d-1},\left|K^{\prime}\right|_{\infty} \leq N} \sum_{m=N+2, m+N+1 \text { odd }}^{\infty} \widehat{u}_{\left(m, K^{\prime}\right)} L_{K^{\prime}}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \leq c\left\|D_{1} u-P_{N} D_{1} u\right\|_{L^{2}(\Omega)}^{2} \leq c N^{2(1-t)}\left\|D_{1} u\right\|_{H^{t-1}(\Omega)}^{2} \leq c N^{2(1-t)}\|u\|_{H^{t}(\Omega)}^{2},
\end{aligned}
$$

and

$$
\left\|L_{0}^{(N)}\right\|_{L^{2}(\Omega)}^{2}=\left\|\sum_{l_{1}=0, l_{1} \text { odd }}^{N}\left(2 l_{1}+1\right) L_{l_{1}}\right\|_{L^{2}(\Omega)}^{2}
$$

Bounded $\left(2 l_{1}+1\right)$ by $(2 N+1)$, hence $\left\|L_{0}^{(N)}\right\|_{L^{2}(\Omega)}^{2} \leq c N$. In the same way for $\left\|L_{1}^{(N)}\right\|_{L^{2}(\Omega)}^{2} \leq c N$, therefore

$$
\left\|\left(P_{N} D_{1}-D_{1} P_{N}\right) u\right\|_{L^{2}(\Omega)}^{2} \leq c N N^{2(1-t)}\|u\|_{H^{t}(\Omega)}^{2}=c N^{3-2 t}\|u\|_{H^{t}(\Omega)}^{2} .
$$

Using Theorem 5, one has

$$
\begin{aligned}
\left\|\left(P_{N} D_{1}-D_{1} P_{N}\right) u\right\|_{H^{s}(\Omega)} \leq c N^{2 s}\left\|\left(P_{N} D_{1}-D_{1} P_{N}\right) u\right\|_{L^{2}(\Omega)} \\
\leq c N^{2 s} N^{\frac{3}{2}-t}\|u\|_{H^{t}(\Omega)}=c N^{2 s-t+\frac{3}{2}}\|u\|_{H^{t}(\Omega)}
\end{aligned}
$$

- In the same way for $N$ odd.

Theorem 6. ([3]) For all reals $s, t, 0 \leq s \leq t$, there exists a constant $c>0$ such that

$$
\left\|u-P_{N} u\right\|_{H^{s}(\Omega)} \leq c N^{e(s, t)}\|u\|_{H^{t}(\Omega)}, \quad \forall u \in H^{t}(\Omega)
$$

where

$$
e(s, t)=\left\{\begin{array}{l}
2 s-t-\frac{1}{2} \quad \text { if } s \geq 1 \\
\frac{3}{2} s-t \quad \text { if } 0 \leq s \leq 1
\end{array}\right.
$$

Notation: Denote $P_{N}^{1,0}$ the orthogonal projection operator from $H_{0}^{1}(\Omega)$ on $V_{N}^{d, 0}(\Omega)$ with

$$
V_{N}^{d, 0}(\Omega)=\left\{v \in V_{N}^{d}(\Omega) ; v=0 \text { on } \operatorname{Fr}(\Omega)\right\} .
$$

This means that

$$
\left(u-P_{N}^{1,0} u, \phi_{N}\right)_{1,0, \Omega}=0, \quad \forall \phi_{N} \in V_{N}^{d, 0}(\Omega),
$$

where

$$
(u, v)_{1,0, \Omega}=\int_{\Omega} \nabla u \nabla v d x
$$

Theorem 7. ([1]) For all integer $m \geq 1$, there exists a constant $c>0$ dependent of $m$ such that for all function $u \in H^{m}(\Omega) \cap H_{0}^{1}(\Omega)$, one has

$$
\left|u-P_{N}^{1,0} u\right|_{H^{1}(\Omega)} \leq c N^{1-m}\|u\|_{H^{m}(\Omega)} .
$$

Theorem 8. (1]) For all integer $m \geq 1$, there exists a constant $c>0$ dependent of $m$ such that for all function $u \in H^{m}(\Omega) \cap H_{0}^{1}(\Omega)$, one has

$$
\left\|u-P_{N}^{1,0} u\right\|_{L^{2}(\Omega)} \leq c N^{-m}\|u\|_{H^{m}(\Omega)} .
$$

Theorem 9. (6]) For all reals $\nu>1$, one has

$$
\left|u-P_{N}^{1,0} u\right|_{H^{\mu}(\Omega)} \leq c N^{\mu-\nu}\|u\|_{H^{\nu}(\Omega)}, \quad 0<\mu<1
$$

Proof. By interpolation between Theorem 7 and Theorem 8.
Theorem 10. For all integer $m \geq 1$ and for all function $u \in H^{m}(\Omega) \cap H_{0}^{1}(\Omega)$, one has

$$
\left|u-u_{N}\right|_{H^{1}(\Omega)}+N\left\|u-u_{N}\right\|_{L^{2}(\Omega)} \leq c N^{1-m}\|u\|_{H^{m}(\Omega)} .
$$

### 3.2. Numerical Solutions.

3.2.1. Choice of Space $V_{N}^{d, 0}(\Omega)$.

Galerkin approximation method of $\left(P_{0}\right)$ gives

$$
\left(P_{N}\right) \quad\left\{\begin{array}{l}
\text { Find } u_{N} \in V_{N}^{d, 0}(\Omega) \text { such that } \\
\left(\nabla u_{N}, \nabla v_{N}\right)=\left(f, v_{N}\right), \forall v_{N} \in V_{N}^{d, 0}(\Omega)
\end{array}\right.
$$

where

$$
(u, v)=\int_{\Omega} u v d x
$$

is a scalar product in $L^{2}(\Omega)$.
Galerkin approach consists to replace test functions space by high degree polynomials space. A most disadvantage of this approach requires integral calculus, which is not always easy to do and at the same time very expensive.

The effectiveness of numerical method which has been given in the abstract form will be subordinate to:
(i) the way from which space $V_{N}^{d, 0}(\Omega)$ approaches the space $V$;
(ii) steepness and simpleness calculus of coefficients $a_{i j}$ and $F_{j}$;
(iii) steepness to resolve a linear system $A u=F$.

To satisfy the 1 st criterion $(i)$, we will consider the space $V_{N}^{d, 0}(\Omega)$ of enough large dimension.
To satisfy the $2 n d$ and $3 r d$ criteria ( $i i$ ) and ( $i i i$ ), it will required obtain one sufficiently deep matrix $A$ such that the linear system $A u=F$ does not enough at cost (in time and required space machine), and such that there are not coefficients $a_{i j}$ to compute.

What is to be done? Select a basis of $V_{N}^{d, 0}(\Omega)$ such that a linear system to resolve being easy and possible. To answer to this question, we need the following lemma:
Lemma 5. ([8]) Put

$$
\begin{aligned}
& c_{k}=\frac{1}{\sqrt{4 k+6}}, \quad \phi_{k}(x)=c_{k}\left(L_{k}(x)-L_{k+2}(x)\right) \\
& a_{j k}=\left(\phi_{k}^{\prime}(x), \quad \phi_{j}^{\prime}(x)\right), \quad b_{j k}=\left(\phi_{k}(x), \phi_{j}(x)\right) .
\end{aligned}
$$

Then

$$
\begin{gathered}
a_{j k}= \begin{cases}1 & \text { if } k=j \\
0 & \text { if } k \neq j,\end{cases} \\
b_{k j}=b_{j k}= \begin{cases}c_{k} c_{j}\left(\frac{2}{2 j+1}+\frac{2}{2 j+5}\right), & \text { if } k=j, \\
-c_{k} c_{j} & \text { if } k=j+2, \\
0 & \text { else },\end{cases}
\end{gathered}
$$

and

$$
V_{N}^{1,0}(I)=\operatorname{Span}\left\{\phi_{0}(x), \phi_{1}(x), \ldots, \phi_{N-2}(x)\right\}
$$

Distinguish three cases:

- Case 1: $\mathbf{d = 1}$, in this case the problem $\left(P_{N}\right)$ amounts to

$$
\left(u_{N}^{\prime}, \phi_{k}^{\prime}(x)\right)=\left(f, \phi_{k}(x)\right), \quad k=0,1, \ldots, N-2 .
$$

Denote

$$
f_{k}=\left(f, \phi_{k}(x)\right), \quad F=\left(f_{0}, f_{1}, \ldots, f_{N-2}\right)^{t}, u_{N}=\sum_{k=0}^{N-2} u_{k} \phi_{k}, \quad u=\left(u_{0}, u_{1}, \ldots, u_{N-2}\right)^{t},
$$

hence, one has $u_{k}=f_{k}$.

- Case 2: $\mathbf{d = 2}$, in this case, one has

$$
V_{N}^{2,0}(\Omega)=\operatorname{Span}\left\{\phi_{i}(x) \phi_{j}(y), i, j=0,1, \ldots, N-2\right\} .
$$

Denote

$$
u_{N}=\sum_{k, j=0}^{N-2} u_{k, j} \phi_{k}(x) \phi_{j}(y), \quad f_{k j}=\left(f, \phi_{k}(x) \phi_{j}(y)\right)
$$

and

$$
U=\left(u_{k j}\right)_{k, j=0, \ldots, N-2}, \quad F=\left(f_{k j}\right)_{k, j=0,1, \ldots, N-2}, \quad B=\left(b_{k j}\right)_{k, j=0,1, \ldots, N-2} .
$$

Put

$$
v=\phi_{l}(x) \phi_{m}(y), \quad l, m=0,1, \ldots, N-2,
$$

therefore the problem $\left(P_{N}\right)$ amounts to

$$
U B+B U=F
$$

Now, let $\Lambda$ be a diagonal matrix consists of eigenvalues of $B$. Let $E$ be an orthonormal matrix consists of eigenvectors of $B$ such that $E^{t} B E=\Lambda$.

Put $U=E V$, where $V$ is a variable matrix, therefore equation (1) amounts to

$$
E V B+E \Lambda V=F .
$$

Multiplying both two sides by $E^{t}$ and using a relation $E^{t} E=E E^{t}=I$, then

$$
B V^{t}+V^{t} \Lambda=\left(E^{t} F\right)^{t}=G^{t}
$$

where $G=E^{t} F$. Now let,
$v_{p}=\left(v_{p_{0}}, v_{p_{1}}, \ldots, v_{p_{N-2}}\right)^{t}$ and $g_{p}=\left(g_{p_{0}}, g_{p_{1}}, \ldots, g_{p_{N-2}}\right)^{t}, p=0,1, \ldots, N-2$, hence equation (2) amounts to

$$
\left(B+\lambda_{p} I\right) v_{p}=g_{p}, \quad p=0,1, \ldots, N-2,
$$

where $\lambda_{p}$ are eigenvalues of a matrix $B$.
Therefore, to resolve $\left(P_{0}\right)$ in the case $d=2$, we should to:
(i) compute eigenvalues and eigenvectors of a matrix $B$;
(ii) compute $G=E^{t} F$;
(iii) resolve system (3) to obtain $V$, and put $U=E V$.

- Case 3: $\mathbf{d}=\mathbf{3}$, in this case, one has

$$
V_{N}^{3,0}(\Omega)=\operatorname{Span}\left\{\phi_{i}(x) \phi_{j}(y) \phi_{k}(z), i, j, k=0,1, \ldots, N-2\right\} .
$$

Denote

$$
u_{N}=\sum_{n, m, l=0}^{N-2} u_{n, m, l} \phi_{n}(x) \phi_{m}(y) \phi_{l}(z), \quad f_{i j k}=\left(f, \phi_{i}(x) \phi_{j}(y) \phi_{k}(z)\right)
$$

and

$$
U=\left(u_{k j}\right)_{k, j=0, \ldots, N-2}, \quad F=\left(f_{k j}\right)_{k, j=0,1, \ldots, N-2}, \quad B=\left(b_{k j}\right)_{k, j=0,1, \ldots, N-2} .
$$

Put

$$
v=\phi_{i}(x) \phi_{j}(y) \phi_{k}(z), \quad i, j, k=0,1, \ldots, N-2,
$$

hence the problem $\left(P_{N}\right)$ amounts to

$$
u_{i m l} b_{j m} b_{k l}+b_{i n} u_{n j l} b_{k l}+b_{i n} u_{n m k} b_{j m}=f_{i j k}, \quad i, j, k=0,1, \ldots, N-2
$$

By definition of $E$ and $\Lambda$, one has

$$
b_{i n} e_{n q}=\lambda_{q} e_{i q}, \quad e_{i q} e_{i p}=\delta_{q p}
$$

Put $u_{n m l}=e_{n q} v_{q m l}$, hence (4) can be written in the form

$$
e_{i q} v_{q m l} b_{j m} b_{k l}+\lambda_{q} e_{i q} v_{q j l} b_{k l}+\lambda_{q} e_{i q} v_{n m k} b_{j m}=f_{i j k}, \quad i, j, k=0,1, \ldots, N-2
$$

Multiplying both two sides by $e_{i p}$, we obtain

$$
\begin{equation*}
u_{p m l} b_{j m} b_{k l}+\lambda_{p}\left(v_{p j l} b_{k l}+v_{p m k} b_{j m}\right)=g_{p j k}, \quad p, j, k=0,1, \ldots, N-2 \tag{5}
\end{equation*}
$$

Let $V^{p}=\left(v_{p m l}\right)_{0 \leq m, l \leq N-2}$ and $G^{p}=\left(g_{p m l}\right)_{0 \leq m, l \leq N-2}$, hence a system (5) can be written in the form

$$
B V^{p} B+\lambda_{p}\left(V^{p} B+B V^{p}\right)=G^{p}, \quad p=0,1, \ldots, N-2 .
$$

Therefore, to resolve $\left(P_{0}\right)$ in the case $d=3$, we should to:
(i) compute eigenvalues and eigenvectors of the matrix $B$;
(ii) compute $g_{p j k}=e_{i p} f_{i j k}$;
(iii) resolve system (6) to obtain $V^{p}$, and put $u_{n m l}=e_{m l} v_{q m l}$.

### 3.2.2. Numerical Results.

Example 1. Consider the following problem

$$
\left\{\begin{array}{l}
\left.-\Delta u=16 \pi^{2} \sin (4 \pi x) \text { in } \Omega=\right]-1,+1[ \\
u=0 \quad \text { on } \operatorname{Fr}(\Omega) .
\end{array}\right.
$$

This problem has one and only one solution: $u(x)=\sin (4 \pi x)$


Figure 1. Exact solution


Figure 2. Comparison between exact and approach solutions for $\mathrm{N}=11$.


Figure 3. Comparison between exact and approach solutions for $\mathrm{N}=13$.


Figure 4. Comparison between exact and approach solutions for $\mathrm{N}=16$.
Example 2. Consider the following problem

$$
\left\{\begin{array}{l}
\left.-\Delta u=8 \pi^{2} \sin (2 \pi x) \sin (2 \pi y) \text { in } \Omega=\right]-1,+1\left[^{2}\right. \\
u=0 \quad \text { on } \operatorname{Fr}(\Omega) .
\end{array}\right.
$$

This problem has one and only one solution: $u(x, y)=\sin (2 \pi x) \sin (2 \pi y)$.


Figure 5. Exact solution


Figure 6. Exact solution (with line of contour)


Figure 7. Approach solution for $\mathrm{N}=7$


Figure 8. Approach solution for $\mathrm{N}=9$


Figure 9. Approach solution for $\mathrm{N}=11$


Figure 10. Approach solution for $\mathrm{N}=13$

## 4. Conclusions

Numerical tests prove the best quality of these basis functions. The choice is very efficient in practice. Further, associated matrices to this choice are positive definite, symmetric and sufficiently deep. Numerical tests prove our good choice and the convergence.
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