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Abstract. The Branch and bound method is a rather general algorithm which was applied, first of all, to resolve combinatorial optimization problems. This technique, widely spread, is used to resolve diverse classes of difficult problems of local and global optimization. The branch and bound method knew systematically recent developments and becomes a mattering tool to resolve a senior form of global optimization problems such as the concave minimization, the minimization of the Lipschitz functions and the d-c optimization, ... etc. In this work, a state of art of the branch and bound method is supplied. An algorithm is established followed by a proved theorem of convergence.

1. Introduction

The Branch and bound method is a rather general algorithm which was applied first of all to resolve combinatorial optimization problems. Also, the branch and bound algorithm knew systematically recent developments and becomes a mattering tool to resolve a senior form of global optimization problem (with continuous variables) such as the concave minimization, the minimization of the Lipschitz functions and also the d-c optimization (the minimization of the difference of two convex functions), ... etc.

This technique, widely spread, is used to resolve diverse classes of difficult problems of local and global optimization.

The main idea of the method consists in subdividing the feasible set in subsets more and more branching, then in determining upper and lower bounds of the optimal value of the objective function on these subsets. Parts of the feasible set having the lower bounds exceeding the best optimal value found in a certain step of the algorithm will be deleted, because these parts of the domain do not contain the optimum.

In what follows, we present the Branch and bound algorithm in a general frame with its properties.

2. The Prototype of Branch and Bound Method

Consider the following global optimization problem:

\[
(P) \quad \min_{x \in X} \ f(x),
\]

where \( f : A \to \mathbb{R}, \ X \subset A \subset \mathbb{R}^n \). Let us suppose that the min \( f(X) \) exists.
Definition 1. Let $B$ be a subset of $\mathbb{R}^n$ and $I$ be a finite set of indices. The family of subsets is called partition of $B$, if 

$$B = \bigcup_{i \in I} M_i \quad \text{and} \quad M_i \cap M_j = Fr(M_i) \cap Fr(M_j), \forall i, j \in I, i \neq j,$$

where $Fr(M_i)$ is the boundary of $M_i$.

Definition 2. Let $M$ be an element of the previous partition.

1) If $M \cap X = \emptyset$, $M$ is called not feasible.
2) If $M \cap X \neq \emptyset$, $M$ is called feasible.
3) Else $M$ is called uncertain.

3. Branch and Bound Algorithm

Step 1: Initialization $(k = 0)$
Choose 

$$M_0 \supseteq X, \quad S_{M_0} \subset X$$

$$-\infty < \beta_0 \leq \min f(X)$$

Set 

$$\mathcal{M}_0 = \{M_0\}$$

$$\alpha_0 = \min f(S_{M_0}), \quad \beta_0 = \beta(M_0).$$

If $\alpha_0 < +\infty$, then find 

$$x^0 \in \arg \min f(S_{M_0}) \text{ i.e., } f(x^0) = \alpha_0$$

If $\alpha_0 - \beta_0 \leq \varepsilon$, then stop 
Else, go to step 2.

Step 2: $(k = 1, 2, ...)$
At the beginning of the step $k$, we have the current partition $\mathcal{M}_{k-1}$ of one subset $M_0$ which stays after elimination. Moreover, for any $M \in \mathcal{M}_{k-1}$, we have a set $S_M \subseteq M \cap X$ and bounds $\beta(M), \alpha(M)$ verifying 

$$\begin{cases} 
\beta(M) \leq \inf f(M \cap X) \leq \alpha(M), & \text{if } M \cap X \neq \emptyset \\
\beta(M) \leq \inf f(M), & \text{if } M \cap X \text{ not determined.}
\end{cases}$$

We have, also, the bounds $\beta_{k-1}, \alpha_{k-1}$ which verify 

$$\beta_{k-1} \leq \inf f(M) \leq \alpha_{k-1}.$$ 

If $\alpha_{k-1} < +\infty$, then find $x^{k-1} \in X$ such that 

$$f(x^{k-1}) = \alpha_{k-1}.$$ 

(k_1) We exclude any subset $M \in \mathcal{M}_{k-1}$ verifying 

$$\beta(M) \geq \alpha_{k-1}.$$ 

Let us consider $\mathbb{R}_k$ the class of the remaining subsets of $\mathcal{M}_{k-1}$.

(k_2) We choose a nonempty class of sets $\mathcal{S}_k \subset \mathbb{R}_k$ and we build a partition with every element of $\mathcal{S}_k$.

Let $\mathcal{S}_k$ be the class of all the new elements of the partition.

(k_3) Let us put $\mathcal{M}_k$ the class of all the remaining sets of $\mathcal{S}_k$ after exclusion of the sets $M \in \mathcal{S}_k$ which verify 

$$M \cap X = \emptyset.$$
(k_4) Determine for every $M \in \mathcal{M}_k$, one set $S_M \subseteq M \cap X$ and a number $\beta(M)$ such that
\[
\begin{cases}
\beta(M) \leq \inf f(M \cap X) \leq \alpha(M), & \text{if } M \cap X \neq \emptyset \\
\beta(M) \leq \inf f(M), & \text{if } M \cap X \text{ not determined.}
\end{cases}
\]
and
\[S_M \supset S_{M'} \cap M \quad \text{and} \quad \beta(M) \geq \beta(M'),\]
for all subset $M' \supset M$ of $\mathcal{M}_{k-1}$.

Let us put $\alpha(M) = \min f(S_M)$.

(k_5) Set
\[\mathcal{M}_k = \{\mathcal{R}_k \setminus \mathcal{S}_k\} \cup \mathcal{M}'_k.\]
Compute
\[\alpha_k = \min \{\alpha(M) : M \in \mathcal{M}_k\}\]
and
\[\beta_k = \min \{\beta(M) : M \in \mathcal{M}_k\}.
\]
If $\alpha_k < +\infty$, then find $x^k \in X$ such that
\[f(x^k) = \alpha_k.
\]
If $\alpha_k - \beta_k \leq \varepsilon$ then stop.
Else, set $k = k + 1$.
Go to step 2.

Remark 1. 1) In several applications, the upper bound $\alpha(M)$ is simply the minimal value of the objective function $f$ in points known in $M \cap X$, i.e., if $f$ is estimated at points $x_1, x_2, \ldots, x_I$ of $M \cap X$, we set $\alpha(M) = \min_{1 \leq i \leq I} f(x_i)$.

2) If $S_M = \emptyset$, we set $\alpha(M) = +\infty$.

3) So that an element $M$ of the partition $\mathcal{S}_k$ will be deleted, it has to verify the condition $\beta(M) \geq \alpha_{k-1}$. Then the criterion of ruling $\alpha_k = \beta_k$ means that all the elements of the partition are excluded.

4) The set $M_0$ and the subsets $M$ of the partition are chosen among certain families of subsets of $\mathbb{R}^n$ (for example : simplices, or pavements,...).

In the step (k_4) we can replace whatever $M \in \mathcal{M}'_k$ by a smaller set $\overline{M} \subset M$ such that $\overline{M} \subset \mathcal{S}_k$, $\overline{M} \cap X = M \cap X$.

5) It is necessary to impose conditions on $S_M$ and $\beta(M)$ so that $\{\alpha_k\} = \{f(x^k)\}$ is a decreasing sequence, $\{\beta_k\}$ is an increasing sequence, and $\beta_k \leq \min f(M) \leq \alpha_k$, so that the difference $\alpha_k - \beta_k$ measures the nearness of the best optimal solution $x^k$ of the step $k$.

Remark 2. 1) For a given tolerance $\varepsilon > 0$, the algorithm is going to stop as soon as $\alpha_k - \beta_k < \varepsilon$. And because $\{\alpha_k\}$ is decreasing monotone and $\{\beta_k\}$ is increasing monotone, then the limits $\alpha = \lim_{k \to \infty} \alpha_k$ and $\beta = \lim_{k \to \infty} \beta_k$ are going to exist, and by recurrence, they are going to satisfy $\beta_k \leq \min f(M) \leq \alpha_k$.

2) The algorithm is said finite if $\alpha_k = \beta_k$ in certain step $k$, whereas it is convergent if $\alpha_k - \beta_k \to 0$, namely,
\[\alpha = \lim_{k \to \infty} f(x^k) = \beta = \min f(M).\]
Remark 3. The convergence and the efficiency of the Branch and bound method depends on the calculation of the lower and upper bounds of the objective function $f$ on the subsets of partitions, as well as of the choice of $S_k$ and of subdivision of the feasible set and the subsets of partitions.

Before giving conditions of convergence, we are going to speak about these factors in detail by giving some examples.

4. Some Sets Partitions and their Refinements

In the procedure Branch and bound, the sets of partitions often used are polyhedrons or polytopes as for example: simplices, rectangles (pavements) or polyhedral cones.

For every polytope we have a way of generating its sets partitions and of calculating minimizers of the objective function on these sets.

Let us begin, at first, with the study of the various polytopes used in the algorithm and their processes of refinement.

4.1. Simplices. Let us suppose that $X \subset \mathbb{R}^n$ is a compact convex set and let $S_0$ be a simplex of $n$ dimension and enclosing $X$. $S_0$ is the initial set of the algorithm.

Definition 3. Let $S$ be $n$-simplex, $V(S) = \{v^0, ..., v^n\}$ the vertex set of $S$. We choose a point $w \in S$ such that $w \notin V(S)$ with its following unique representation:

\[(1) \quad w = \sum_{i=0}^{n} \lambda_i v^i, \lambda_i \geq 0, (i = 0, ..., n), \sum_{i=0}^{n} \lambda_i = 1\]

For all $i$ such $\lambda_i > 0$, the construction of sub-simplex $S(i, w)$ is made from the simplex $S$ by replacing the $i^{th}$ vertex by $w$, in other words,

$$S(i, w) = \text{conv} \{v^0, ..., v^{i-1}, w, v^{i+1}, ..., v^n\}.$$

This partition is called radial subdivision. It was introduced for the first time by Horst ([8]), then used by several authors.

Proposition 1. The set of sub-simplices $S(i, w)$ can be built from a $n$-simplex $S$ according to one arbitrary radial subdivision forming a partition of $S$, namely,

$$S = \cup S(i, w) \quad \text{and} \quad S(i, w) \cap S(j, w) = \text{Fr}(S(i, w)) \cap \text{Fr}(S(j, w)), i \neq j.$$

Proof. We know that, if we have a set of affinely independent points $\{v^0, ..., v^n\}$ and a point $w$ given by the equality (1) then $\{v^0, ..., v^{i-1}, w, v^{i+1}, ..., v^n\}$ is a set of affinely independent points all the times when the condition $\lambda_i > 0$ is verified in (1). So, all the sets $S(i, w)$ generated by the radial subdivision of $n$-simplices $S$ are $n$-simplices.

Let $x \in S(i, w)$, namely,

\[(2) \quad x = \sum_{j=0}^{n} \mu_j v^j + \mu_i w, \quad \mu_j \geq 0, (j = 0, ..., n), \quad \mu_i + \sum_{j=0, j \neq i}^{n} \mu_j = 1,\]
with equality (1) we have

\[ x = \sum_{j=0}^{n} \mu_j v^j + \mu_i \sum_{k=0}^{n} \lambda_k v^k, \quad \mu_j \geq 0 \quad (j = 0, \ldots, n), \]

(3)

\[ \lambda_k \geq 0 \quad (k = 0, \ldots, n), \quad \mu_i + \sum_{j=0}^{n} \mu_j = 1, \quad \sum_{k=0}^{n} \lambda_k = 1, \]

which can be expressed by

\[ x = \sum_{j=0}^{n} (\mu_j + \mu_i \lambda_j) v^j + \mu_i \lambda_i v^i. \]

(4)

By the equality (3) all the coefficients are \( \geq 0 \). Moreover,

\[ \sum_{j=0}^{n} (\mu_j + \mu_i \lambda_j) + \mu_i \lambda_i = 1 - \mu_i + \mu_i (1 - \lambda_i) + \mu_i \lambda_i = 1. \]

Consequently \( x \) is a convex combination of vertices \( v^0, \ldots, v^n \) of \( S \). It holds that \( x \in S \).

It remains to show that \( S \subset S(i, w) \). Let \( x \in S \) be such that \( x \neq w \), we consider the segment \( \rho(w, x) = \{ \alpha(x - w) + w, \alpha \geq 0 \} \) of \( w \) to \( x \). The face of \( S \) is \( F \) the dimension of which is the smallest among those of the faces who contain \( x \) and \( w \), and let \( y \) be the point where \( \rho(w, x) \) joins the relative boundary to the face \( F \). Then we have

\[ y = \sum_{i \in I} \mu_i v^i, \quad \mu_i \geq 0, \quad (i \in I), \quad \sum_{i \in I} \mu_i = 1, \quad I \subset \mathbb{N}, \quad |I| < n + 1. \]

(5)

By construction, we have also

\[ x = \overline{\alpha} y + (1 - \overline{\alpha}) w, \quad 0 < \overline{\alpha} < 1, \]

with equality (5) we obtain

\[ x = \sum_{i \in I} \overline{\alpha} \mu_i v^i + (1 - \overline{\alpha}) w, \]

(7)

where

\[ \overline{\alpha} \mu_i \geq 0 \quad (i \in I), \quad (1 - \overline{\alpha}) \geq 0 \quad \text{and} \quad \sum_{i \in I} \overline{\alpha} \mu_i + (1 - \overline{\alpha}) = 1. \]

(8)

Which implies \( x \in \cup S(i, w) \).

Finally, let \( x \in S(i, w) \cap S(k, w) \), then we have

\[ x = \sum_{j=0}^{n} \lambda_j v^j + \lambda_k v^k + \lambda_i w = \sum_{j=0}^{n} \mu_j v^j + \mu_i v^i + \mu_k w, \]

(8)

\[ \lambda_j \geq 0, \quad \mu_j \geq 0 \quad (j = 0, \ldots, n), \quad \sum_{j=0}^{n} \lambda_j = \sum_{j=0}^{n} \mu_j = 1. \]
Thus
\[
\sum_{j=0}^{n} (\lambda_j - \mu_j) v^j + \lambda_k v^k + \mu_i v^i + (\lambda_i - \mu_k) w = 0.
\]
Let us suppose that \( \lambda_k \neq 0 \). Then
\[
v^k = \sum_{j=0}^{n} \frac{(\lambda_j - \mu_j)}{\lambda_k} v^j + \frac{\mu_i}{\lambda_k} v^i + \frac{(\lambda_i - \mu_k)}{\lambda_k} w,
\]
hence \( v^k \in S(k, w) \) what is contradictory to the fact that \( w \) is replaced to build \( S(k, w) \), namely, \( v^k \notin S(k, w) \), thus \( \lambda_k = 0 \).

We show in the same way that \( \mu_i = 0 \).

Then we have
\[
(\lambda_i - \mu_k) w = - \sum_{j=0}^{n} (\lambda_j - \mu_j) v^j.
\]
Let us suppose that \( (\lambda_i - \mu_k) \neq 0 \), then
\[
w = \sum_{j=0}^{n} \frac{(\lambda_j - \mu_j)}{(\lambda_i - \mu_k)} v^j;
\]
but \( w \) belongs to the segment \([v^i, v^k]\), thus it cannot be a linear combination of \( v^j \) such that \( j \neq i \) and \( j \neq k \). Then
\[
\lambda_i - \mu_k = 0 \Rightarrow \lambda_i = \mu_k.
\]
Then it holds that
\[
\sum_{j=0}^{n} (\lambda_j - \mu_j) v^j = 0,
\]
or the points \( v^j \), for \( j \neq i \) and \( j \neq k \), are affinely independent thus \( \lambda_j - \mu_j = 0 \forall j \neq i \) and \( j \neq k \). Then,
\[
x = \sum_{j=0}^{n} \lambda_j v^j + \lambda_i w \in Fr(S(i, w)),
\]
because the combination does not contain the point \( v^k \) \((\lambda_k = 0)\), and
\[
x = \sum_{j=0}^{n} \mu_j v^j + \mu_k w \in Fr(S(k, w)),
\]
and also, the combination does not contain the point \( v^i \) \((\mu_k = 0)\). Then
\[
x \in Fr(S(i, w)) \cap Fr(S(k, w)).
\]
To establish the convergence in the procedure Branch and bound by the radial subdivision of simplices, we have to make sure that the point $w$ defined in (1) is chosen well so as to have the convergence of any decreasing sequence of simplices produced by the algorithm.

**Definition 4.** We call diameter of a polytope $P$ and denote it $\delta(P)$ the following value:

$$\delta(P) = \max \{ \|x - y\| : x, y \in P \}.$$  

For a simplex $S$, $\delta(S)$ is the length of the longest edge of $S$.

**Definition 5.** A subdivision is said exhaustive if $\lim_{(q \to \infty)} (P_q) = 0$ for all decreasing sequence $\{P_q\}_q$ of elements of the partition generated by the used subdivision.

**Remark 4.** The notion of exhaustiveness is introduced by Thoai and Tuy ([13]), but it turned out that it is not easy to verify with the process of the radial subdivision. Let us note, that there are procedures of cuttings of simplex which is not exhaustive.

**Example 1.** Let us set $n > 1$ and let $v_q^i$, $(i = 0, ..., n)$ be the vertices of the simplex $S_q$. Let us choose the point $w$ defined by (1) as the barycenter of $S_q$, namely,

$$w = w_q = \frac{1}{n+1} \sum_{i=0}^{n} v_q^i.$$  

Let us build the decreasing sequence $\{S_q\}$ of simplices by using the radial subdivision with $w$ given by (9), and let us suppose that for all $q$, $S_{q+1}$ is obtained from $S_q$ by the replacement of $v_q^n$ by the barycenter $w_q$ of $S_q$. Then, every simplex $S_q$ contains the face $\text{conv} \{v_0^1, ..., v_1^{n-1}\}$ of the initial simplex $S_1$, and so $\mathcal{S} = \bigcap_{q=1}^{\infty} S_q$ has a non zero diameter, because $\delta(\mathcal{S}) = \delta \{v_1^0, ..., v_1^{n-1}\}$.

We notice that the number of sub-simplices $S(i, w)$ is $d + 1$ when the smallest face $F$ which contains $w$ is of dimension $d$. For example if $w \in \text{int}(S)$ we obtain $n + 1$ sub-simplices, when $w$ is on a edge of $S$ we obtain $2$ sub-simplices. This last partition is called the bisection of $S$, $w$ is the middle point of the largest edge of $S$, namely,

$$w = \frac{1}{2} (v^r + v^s),$$  

where $[v^r, v^s]$ is the largest edge of $S$. In that case, $S$ was subdivided into $2^n$ simplices. This partition is introduced by Horst ([8]), it belongs to the exhaustive class of the subdivisions.

The exhaustiveness of subdivision of simplices by the bisection method is illustrated by the following result:

**Proposition 2.** ([11]) Let $\{S_q\}_q$ be a decreasing sequence of $n$-simplices generated by the bisection method. Then we have

(i) $\quad \delta(S_{n+q}) \leq \frac{n}{2} \delta(S_q) \quad \forall q$,

(ii) $\quad \delta(S_q) \to 0$, as $q \to \infty$. 
4.2. Rectangles. For certain classes of problems, \( n \)-rectangles \( R \) are polyhedrons the most suited to use to assure the convergence towards the global optimum, they are used to resolve certain problems of Lipschitz optimization ([9], [10]). On the other hand, the rectangular sets agree if the functions involved in the problem are separable, namely, the sum of \( n \) functions in a single variable, because in that case the appropriate lower bounds are often available.

Let us note that the rectangle \( R \) is determined by its vertices \( a = (a_1, ..., a_n)^T \) (low to the left) and \( b = (b_1, ..., b_n)^T \) (upper to the right), and every \( 2^n \) vertices of the rectangle \( R \) is as follows:

\[
v = a + c,
\]

where \( c \) is the vector of components equal to 0 or \( (b_i - a_i), i \in \{1, ..., n\} \).

Let us consider an \( n \)-rectangle \( R \) and let \( w \in R \) be such that \( w \notin V(R) \), where \( V(R) \) is the set of vertices of \( R \). Then the radial subdivision of \( R \) by using \( w \) (defined in the same way in the case of simplices) is not a partition of \( R \) in \( n \)-rectangles, but a partition of more complicated sets.

Consequently, subdivision of \( n \)-rectangles is usually defined through the passing hyperplans by \( w \) and parallel to the facets of \( R \), so that \( R \) is divided into \( 2^n \) rectangles.

For the most part of the algorithms, subdivision must be exhaustive. For example in the method of the bisection, where \( w \) is the point middle of the longest edge of \( R \). \( R \) is divided into two rectangles having the same volume and \( w \) is a vertex for two new rectangles. In the same way as the Proposition 2, we can show that subdivision by the bisection is exhaustive.

4.3. The Polyhedral Cones. The polyhedral cones are frequently used in the problems of concave minimization on convex and compact feasible sets ([13]). In the Branch and Bound method the most used conical partition is the radial subdivision by simplices in the following way: let

\[
C := \left\{ x \in \mathbb{R}^n : x = \sum_{j=1}^{n} \mu_j d_j, \mu_j \geq 0, (j = 1, ..., n) \right\}
\]

be a polyhedral cone generated by \( n \) extreme directions linearly independent \( d_j \) \((j = 1, ..., n) \). Let \( H \) be an hyperplan getting through all the directions \( d_j \). Let us put

\[
H := \left\{ x : x = Q \lambda, \text{ such that } e^T \lambda = 1 \right\},
\]

where \( \lambda \in \mathbb{R}^n, e^T = (1, ..., 1) \in \mathbb{R}^n \) and \( Q = \{d_1, ..., d_n\} \) the matrix among which columns \( d_1, ..., d_n \).

The intersection of \( H \) with \( C \) is an \((n-1)\)-simplex

\[
S = H \cap C = \left\{ x : x = Q \lambda, \text{ such that } e^T \lambda = 1, \lambda \geq 0 \right\}
\]

\[
= \text{conv} \{d_1, ..., d_n\}.
\]

Let \( w \in S \) be such that \( w \neq d_j, (j = 1, ..., n) \). We consider a radial subdivision \( \{S(i, w) : \lambda_i > 0\} \) of \( S \) inferred by \( w \). For every \( S(i, w) \) of the partition of \( S \), note by \( C(i, w) \) the polyhedral cone generated by the vertices of \( S(i, w) \). Then, the presentation

\[
w = \sum_{j=1}^{n} \lambda_j d_j, \quad \sum_{j=i}^{n} \lambda_j = 1, \quad \lambda_j \geq 0,
\]
about branch and bound method

makes of $C(i, w)$ a cone with extreme directions $d_1, \ldots, d_{i-1}, w, d_{i+1}, \ldots, d_n$.

It ensues that the family of $C(i, w)$ built in this way forms a partition of $C$ in polyhedral cones having the same structure of $C$.

5. Calculation of the Lower Bounds

Now, we give some examples for the calculations of the lower bounds. Because the calculation of the lower bounds $\beta(M)$ depends on data of the problem of optimization $(\mathcal{P})$, we are going to discuss at first certain ideas connected to classes of problems which we meet frequently.

We have to indicate that bounds built by the controversial operations of calculation below are not inevitably monotonous as required in the step $(k_4)$ in the algorithm. Indeed, let $M \subset M'$ be an element of one partition of $M'$ such that $\beta(M) < \beta(M')$. Then it is advisable to use

$$\beta'(M) = \max \left\{ \beta(M), \beta(M') \right\},$$

on the place of $\beta(M)$ as it is defined above.

5.1. Lipschitz Optimization. Let $f$ be a Lipschitzian function on $M$, namely, there exists $L > 0$ such that

$$|f(y) - f(x)| \leq L \|y - x\|, \forall x, y \in M$$

where $\| . \|$ is the euclidean norm. because it is difficult generally to find the exact value of $L$ on every subset $M$.

We suppose that an upper bound $A$ of $L$ is known on the whole domain $X$, then we can use $A$ as a constant of Lipschitz instead of $L$, because it is difficult generally to find the exact value of $L$ on every subset $M \subset X$. However, there are many problems where $L$ can be easily determined. Let us note that in the algorithm Branch and bound the local bounds of $L$ on sets partitions $M$ must be used on the place of the global bounds on $M_0$. We admit that the diameter $(M)$ of $M$ is known, such as for a simplex $S$, $\delta(S)$ is the length of the longest edge of $S$, and for a rectangle, $\delta(R)$ is the length of the main diagonal.

By (11), we have

$$f(y) \geq f(x) - L \|y - x\| \geq f(x) - A\delta(M), \forall x, y \in M.$$

Let $V'(M)$ be a nonempty subset of the vertices set $V(M)$ of $M$. Then

$$\beta(M) = \max \left\{ f(x) : x \in V'(M) \right\} - A\delta(M),$$

is a lower bound.

In (13), $V'(M)$ can be replaced by known subset of $M$.

For example, if $M = \{x \in \mathbb{R}^n : a \leq x \leq b\}$ is a hyper-rectangle, then

$$\beta(M) = f\left(\frac{1}{2}(a + b)\right) - A\frac{\delta(M)}{2},$$

could be a better choice than (13).
5.2. A Lower on a Vertex. Let $M$ be a polytope, for certain classes of objective functions, the lower bounds of $\inf f(M \cap X)$ or of $\inf f(M)$ can be simply determined by minimization of certain function connected to $f$ by finite sets of vertices $V(M)$ of $M$. For example, if $f$ is concave on $M$, we have

$$\inf f(M \cap X) \geq \min f(M) = \min f(V(M)),$$

then we have to choose

$$(14) \quad \beta(M) = \min f(V(M)).$$

More precise bounds can be obtained by subdividing parts of $M \setminus X$ by a procedure of outside approximation via the cutting of the plans. The resultant polytope $P$ will satisfy

$$M \cap X \subseteq P \subset M.$$ Consequently

$$(15) \quad \inf f(M \cap X) \geq \min f(V(P)) \geq \min f(M),$$

and $\beta(M) = \min f(V(P))$ is, generally, a lower bound more precise than $\min f(V(M))$.

On the other hand, to determine the lower bounds of a d-c function of the type,

$$f(x) = f_1(x) + f_2(x),$$

where $f_1$ is concave and $f_2$ is convex on the polytope $M$, we can take an arbitrary point $v^* \in M$ and define $\partial f_2(v^*)$ a subdifferential of $f_2$ on $v^*$.

Let $p^* \in \partial f_2(v^*)$ and determine

$$(16) \quad \bar{v} \in \arg \min \{ f_1(v) + f_2(v^*) + p^*(v - v^*) : v \in V(M) \}.$$

Then, by the definition of subgradient, we have

$$\ell(x) = f_2(v^*) + p^*(x - v^*) \leq f_2(x), \quad \forall x \in \mathbb{R}^n,$$

consequently

$$f_1(x) + \ell(x) \leq f(x), \quad \forall x \in \mathbb{R}^n.$$

Or $f_1(x) + \ell(x)$ is concave, then it attains its minimum on $M$ one of its vertices. Consequently,

$$(17) \quad \beta(M) = f_1(\bar{v}) + f_2(v^*) + p^*(\bar{v} - v^*)$$

is a lower bound of

$$\min f(M) \leq \inf f(M \cap X).$$

5.3. Convex Subfunctionals. An approach usually used to calculate the lower bounds $\beta(M)$ of $\min f(M \cap X)$ or $\min f(M)$ consists in minimizing a certain convex subfunctional of $f$ on $M \cap X$ or on $M$.

- By definition, a convex subfunctional of $f$ on $M$ is a convex function which does not exceed $f$ on $M$.
- A convex subfunctional $\varphi$ is a convex hull, if no other one convex subfunctional of $f$ does not exceed $\varphi$.

The convex hull plays an important theoretical role in the global optimization ([8]). Because it represents the best convex lower approximation of $f$ on $M$.

In what follows we give some techniques of construction of the convex hulls of $f$. 
5.3.1. Convex Hull of a Lower Semicontinuous (l.s.c.) Function.

Definition 6. Let $M \subset \mathbb{R}^n$ be a convex compact subset, and let $f : M \to \mathbb{R}$ be l.s.c. on $M$.

A function $\varphi : M \to \mathbb{R}$ is said convex hull of $f$ on $M$ if it satisfies:

(i) $\varphi(x)$ is convex on $M$,

(ii) $\varphi(x) \leq f(x)$ for all $x \in M$,

(iii) there is no function $\psi : M \to \mathbb{R}$ which satisfies (i), (ii) and $\varphi(\pi) < \psi(\pi)$ for some point $\pi \in M$.

We can show that a convex hull is unique, if it exists.

Theorem 3. Let $f : M \to \mathbb{R}$ be a l.s.c. function on the convex and compact set $M \subset \mathbb{R}^n$, and let $\varphi$ be the convex hull of $f$ on $M$. Then we have

\begin{align*}
\text{a) } \min \varphi(M) &= \min f(M), \\
\text{b) } \arg \min \varphi(M) &\supset \arg \min f(M).
\end{align*}

Proof. a) Let us put $f^* = \min f(M) = \min \{f(x) : x \in M\}$.

By the Definition 6, we have $\varphi(x) \leq f(x)$ for all $x \in M$. Then

$$
\min \varphi(M) = \min \{\varphi(x) : x \in M\} \leq \min \{f(x) : x \in M\} = \min f(M).
$$

The constant function $\psi(x) = f^*$ is a convex underestimator of $f$. Still by the definition of the convex hull we have

$$
\varphi(x) \geq f^* \quad \text{for all } x
$$

and so

$$
\min \varphi(M) = \min \{\varphi(x) : x \in M\} \geq f^* = \min f(M).
$$

b) Let us show by the absurd that

$$
\arg \min f(M) \subset \arg \min \varphi(M)?
$$

Indeed; let $x^* \in \arg \min f(M)$, let us suppose that $x^* \notin \arg \min \varphi(M)$. We take $y^*$ a global minimum of $\varphi(x)$ on $M$. Then

$$
\varphi(y^*) < \varphi(x^*) \leq f^*.
$$

Consider the convex function $H(x) = \max \{f^*, \varphi(x)\}$, we have

$$
f(x) \leq H(x) \quad \text{and} \quad H(x) \geq \varphi(x) \quad \text{for all } x \in M.
$$

In particular, $H(y^*) \geq \varphi(y^*)$, what contradicts the fact that $\varphi(x)$ is the convex hull of $f$. Thus $\varphi(y^*) = \varphi(x^*)$ and $x^* \in \arg \min \varphi(M)$.

By the previous theorem, several nonconvex optimization problems can be replaced by convex optimization problems of convex optimization if the convex hull $\varphi$ of $f$ is easy to calculate.

The geometrical interpretation of the convex hull $\varphi(x)$ is given by the following lemma:

Lemma 4. Let $M \subset \mathbb{R}^n$ be a convex compact set and let $f : M \to \mathbb{R}$ be a l.s.c. function on $M$. Then the function $\varphi : M \to \mathbb{R}$ is a convex hull of $f$ on $M$ if and only if

(18) \quad epi(\varphi) = \text{conv}(epi(f))
or, also

\[
\varphi(x) = \inf \{ \alpha : (x, \alpha) \in \text{conv}(\text{epi}(f)) \}.
\]

**Corollary 5.** Let \( M \subset \mathbb{R}^n \) be a convex compact set and let \( f : M \to \mathbb{R} \) be a l.s.c. function on \( M \). Then \( \varphi \) and \( f \) coincide on extreme points of \( M \).

**Proof.** Applying Carathéodory’s theorem to the equality (19), we notice that \( \varphi \) can be expressed as follows:

\[
\varphi(x) = \left\{ \sum_{i=1}^{n+1} \lambda_i f(x^i) / \sum_{i=1}^{n+1} \lambda_i = 1, \lambda_i \geq 0, \sum_{i=1}^{n+1} \lambda_i x^i = x, x^i \in M, \text{ for } i = 1, \ldots, n+1 \right\}.
\]

In particular for an extreme point \( x \) we have \( \varphi(x) = f(x) \). □

The convex hull \( \varphi \) can be, so, characterized by the conjugate function defined by Fenchel.

**Theorem 6.** ([12]) Let \( f : M \to \mathbb{R} \) be a l.s.c. function on the convex and compact set \( M \subset \mathbb{R}^n \). Then

\[
f^{**}(x) = \varphi(x), \quad \forall x \in \mathbb{R}^n.
\]

5.4. **Convex Hull of Some Special Classes of Functions.** Other results on the convex hulls are established by using special classes of functions defined on polytopes. We are going to quote two examples due to Falk and Horst ([11]).

**Theorem 7.** Let \( P \) be a polytope of vertices \( v^1, \ldots, v^k \) and \( f : P \to \mathbb{R} \) be a concave function on \( P \). Then the convex hull \( \varphi \) of \( f \) on \( P \) is expressed as follows:

\[
\varphi(x) = \min_{\alpha} \sum_{i=1}^{k} \alpha_i f(v^i),
\]

subject to \( \sum_{i=1}^{k} \alpha_i v^i = x, \quad \sum_{i=1}^{k} \alpha_i = 1, \quad \alpha_i \geq 0 \)

where \( \alpha = (\alpha_1, \ldots, \alpha_k) \).

**Proof.** Show that the function \( \varphi \) defined by (21) is convex. Indeed, let \( 0 \leq \lambda \leq 1, \ x^1, x^2 \in M \) and \( \alpha^1, \alpha^2 \) coefficients of \( \varphi \) in (21). Then

\[
\varphi(\lambda x^1 + (1 - \lambda) x^2) \leq \sum_{i=1}^{k} (\lambda \alpha^1_i + (1 - \lambda) \alpha^2_i) f(v^i)
\]

\[
= \lambda \sum_{i=1}^{k} \alpha^1_i f(v^i) + (1 - \lambda) \sum_{i=1}^{k} \alpha^2_i f(v^i) = \lambda \varphi(x^1) + (1 - \lambda) \varphi(x^2)
\]

It remains to show that \( \varphi \) is the convex hull of \( f \). By the concavity of \( f \) we have

\[
\varphi(x) \leq \sum_{i=1}^{k} \alpha_i f(v^i) \leq f(x), \quad \forall x \in P.
\]

Now, let us suppose that there is another convex function \( \psi \) which underestimates \( f \) in \( P \) and that \( \varphi(\overline{x}) < \psi(\overline{x}) \) for some \( \overline{x} \in P \). Let \( \overline{x} \) be a solution of (21) when we replace \( x \) by \( \overline{x} \), then we have

\[
\varphi(\overline{x}) < \psi(\overline{x}) = \psi(\sum_{i=1}^{k} \overline{\alpha}_i v^i) \leq \sum_{i=1}^{k} \overline{\alpha}_i \psi(v^i) \leq \sum_{i=1}^{k} \overline{\alpha}_i f(v^i) = \varphi(\overline{x})
\]
Theorem 8. Let $S = \text{conv} \{v^0, \ldots, v^n\}$ be a $n$-simplex of vertices $v^0, \ldots, v^n$, and let $f : S \to \mathbb{R}$ be a concave function on $S$. Then the convex hull of $f$ on $S$ is the following affine mapping:

$$\varphi(x) = a^t x + b, \quad a \in \mathbb{R}^n, \quad b \in \mathbb{R},$$

where $a$ and $b$ are determined by the resolution of the system of linear equations:

$$f(v^i) = a^t v^i + b, \quad (i = 0, \ldots, n).$$

Proof. The system (23) is constituted of $(n + 1)$ linear equations with $(n + 1)$ unknowns $a \in \mathbb{R}^n$, $b \in \mathbb{R}$.

If we deduct the first equation $(i = 0)$ from all other equations, we find

$$(v^i - v^0)^t a = f(v^i) - f(v^0), \quad \text{for} \quad i = 1, \ldots, n.$$ 

The matrix $V$ of coefficients among which columns are vectors $v^i - v^0$ $(i = 1, \ldots, n)$ is not singular, because vectors $v^i - v^0$ $(i = 1, \ldots, n)$ are linearly independent. What implies that the solution of the system (23) is unique, namely $a$ and $b$ are unique.

But $\varphi(x) = a^t x + b$ is affine, consequently it is convex.

Let $x \in S$, then

$$x = \sum_{i=0}^{n} \lambda_i v^i, \quad \sum_{i=0}^{n} \lambda_i = 1, \quad \lambda_i \geq 0 \quad (i = 0, \ldots, n).$$

It holds from the concavity of $f$ that we have

$$\varphi(x) = \sum_{i=0}^{n} \lambda_i \varphi(v^i) = \sum_{i=0}^{n} \lambda_i f(v^i) \leq f(x).$$

Consequently $\varphi(x) \leq f(x)$, $\forall x \in S$, namely, $\varphi$ is a subfunctional of $f$ on $S$.

Now, let us suppose that there is another convex subfunctional $\psi$ of $f$ on $S$ and a point $\overline{x} \in S$ which satisfies $\psi(\overline{x}) > \varphi(\overline{x})$. Then

$$\overline{x} = \sum_{i=0}^{n} \mu_i v^i, \quad \sum_{i=0}^{n} \mu_i = 1, \quad \mu_i \geq 0 \quad (i = 0, \ldots, n)$$

and for $f : S \to \mathbb{R}$, we have

$$\psi(\overline{x}) = \psi(\sum_{i=0}^{n} \mu_i v^i) \leq \sum_{i=0}^{n} \mu_i \psi(v^i) \leq \sum_{i=0}^{n} \mu_i f(v^i) = \sum_{i=0}^{n} \mu_i \varphi(v^i) = \varphi(\overline{x}),$$

what contradicts our hypothesis. \qed

By the Theorem 8, the construction of the convex hull is particularly easy in the case of the concave functions of a single variable $f : [a, b] \to \mathbb{R}$. Then the graph of the convex hull is simply a right line passing by points $(a, f(a)), (b, f(b))$.

Theorem 9. Let $R = \prod_{i=1}^{r} R_i$ be the product of $r$ rectangles $R_i$ $(i = 0, \ldots, r)$ compact of $n_i$-dimension such that $\sum_{i=0}^{r} n_i = n$. We suppose that $f : R \to \mathbb{R}$ can be decomposed
under the following shape: 

\[ f(x) = \sum_{i=0}^{r} f_i(x^i) \text{ where } f_i : R_i \to R. \]

Then the convex hull \( \varphi \) of \( f \) on \( R \) is the sum of convex hulls \( \varphi_i \) of \( f_i \) on \( R_i \), namely,

\[ \varphi(x) = \sum_{i=0}^{r} \varphi_i(x^i). \]

### 5.5. A Lower Bound by Duality

Consider the following optimization problem:

\[
\begin{align*}
(P) & \quad \min f(x) \\
& \text{subject to } g_i(x) \leq 0, \quad i = 1, ..., m \\
& x \in C
\end{align*}
\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is l.s.c., \( g_i : \mathbb{R}^n \to \mathbb{R} \) are convex functions for \( i = 1, ..., m \), and \( C \) is a nonempty convex and compact set.

The dual problem of \((P)\) is defined as follows:

\[
\begin{align*}
(D) & \quad \max_{\lambda \in \mathbb{R}_+^m} \left\{ \inf_{x \in C} (f(x) + \lambda^t g(x)) \right\},
\end{align*}
\]

where \( g(x) = (g_1(x), ..., g_m(x)) \) and

\[ \mathbb{R}_+^m = \{ (\lambda_1, ..., \lambda_m) \in \mathbb{R}^m : \lambda_i \geq 0, \quad i = 1, ..., m \}. \]

The objective function of the dual problem \((D)\) is defined by

\[ d(\lambda) := \inf_{x \in C} (f(x) + \lambda^t g(x)). \]

This function is, by definition, concave because it is the infimum of a family of continuous affine functions.

Let \( \inf(P) \) and \( \sup(D) \) be optimal values of \((P)\) and \((D)\), respectively, then we have the following result:

**Lemma 10.** (weak duality) We always have

\[ \inf(P) \geq \sup(D). \]

**Proof.** Let \( \overline{x} \geq 0 \) and \( \overline{x} \in C \) such that \( d(\overline{x}) > -\infty \) and \( g(\overline{x}) \leq 0 \). Then

\[
\begin{align*}
d(\overline{x}) &= \inf_{x \in C} (f(x) + \lambda^t g(x)) \leq f(\overline{x}) + \overline{x}^t g(\overline{x}) \leq f(\overline{x}).
\end{align*}
\]

Let us note that this lemma is verified without the convexity of \( C \), also without the continuity of \( g_i \) and \( f \). Let \( M = C \cap \{ x : g_i(x) \leq 0, \quad i = 1, ..., m \} \).

Then, by the Lemma 10, any feasible point \( \overline{x} \) of the dual problem could be a point to divert the lower bounds \( \beta(M) = d(\overline{x}) \) of \( \min f(M) \).

For other results on the duality and the dual bounds, we can see our works (([1]), ([2]), ([3]), ([4]), ([5]) et ([6])).
6. Study of the Convergence

We are going to establish a convergence theorem in the case where the objective function \( f \) is continuous and the domain \( X \) is a polytope.

If the procedure ends in the iteration \( k \), then obviously, \( x^k \) is the optimal solution and \( \alpha_k \) is the optimal value of the objective function \( (\alpha_k = f(x^k)) \). However, generally, we cannot guarantee the stop of the algorithm in a finite number of iteration. We thus have to give conditions which assure that any cluster point of the sequence \( \{x^k\}_k \) is an optimal solution of the problem \( (P) \).

At first, let us note that if the algorithm is infinite, then it has to generate at least an extracted infinite sequence \( \{M_{k_q}\}_q \) of sets partitions successively reﬁned and verifying \( M_{k_q} \supset M_{k_{q+1}} \). This is an immediate consequence of the fact that, in every iteration \( k \), a class \( \mathcal{Q}_k \) contains only a ﬁnite number of sets stemming from the partition. In the tree which represents the procedure Branch and bound the extracted infinite sequence corresponds to a branch knots of which are \( M_{k_q} \); \( (q = 1, 2, 3, \ldots) \).

**Theorem 11.** If for any inﬁnite sequence \( \{M_{k_q}\}_q \), \( M_{k_q} \supset M_{k_{q+1}} \), \( (q = 1, 2, 3, \ldots) \) of sets partitions successively reﬁned, and for all bounds in the iteration \( k \) we have

\[
\lim_{(q \to \infty)} (\alpha_{k_q} - \beta_{k_q}) = \lim_{(q \to \infty)} (\alpha_{k_q} - \beta(M_{k_q})) = 0
\]

then

\[
\beta = \lim_{(k \to \infty)} \beta_k = \lim_{(k \to \infty)} f(x^k) = \lim_{(k \to \infty)} \alpha_k = \alpha,
\]

and every cluster point \( x^* \) of the sequence \( \{x^k\}_k \) is an optimal solution of \( \min \{f(x) : x \in X\} \).

**Proof.** Suppose that \( \{x^k\}_k \) is an inﬁnite sequence. Since \( X \) is compact and \( \{x^k\}_k \subset X \), then the sequence \( \{x^k\}_k \) has a cluster point. Let \( x^* \) be a cluster point of \( \{x^k\}_k \), then there exists a subsequence belonging to \( \{x^k\}_k \), which converges to \( x^* \). For the previous same reasons, we conclude that this subsequence has to contain an inﬁnite subsequence \( \{x^{k_q}\} \) such that subsequences \( \{M_{k_q}\}_q \) corresponding verify \( M_{k_q} \supset M_{k_{q+1}} \), \( (q = 1, 2, 3, \ldots) \).

The continuity of \( f \) on the compact \( X \) implies that

\[
\lim_{(q \to \infty)} f(x^{k_q}) = f(x^*).
\]

Denote \( f^* = \min \{f(x) : x \in X\} \). The sequence of lower bounds \( \{\beta_k\}_k \) satisfy the conditions \( \beta_{k+1} > \beta_k \) and \( \beta_k < f^* \) then its limit exists. Put \( \beta = \lim_{(k \to \infty)} \beta_k \).

Also, the sequence of upper bounds \( \{\alpha_k\}_k \) satisfy the conditions \( \alpha_k = f(x^k) \geq f^* \). Thus it holds that

\[
\beta \leq f^* \leq \lim_{(k \to \infty)} f(x^k) = f(x^*) = \alpha,
\]

but with the condition (26) which also spells under shape

\[
\lim_{(q \to \infty)} \alpha_{k_q} = \lim_{(q \to \infty)} \beta_{k_q},
\]
and

\[
\begin{align*}
\lim_{q \to \infty} \alpha_{k_q} &= \lim_{k \to \infty} \alpha_k \quad \text{because \{\alpha_{k_q}\} is a subsequence of \{\alpha_k\}}, \\
\lim_{q \to \infty} \beta_{k_q} &= \lim_{k \to \infty} \beta_k \quad \text{because \{\beta_{k_q}\} is a subsequence of \{\beta_k\}}.
\end{align*}
\]

It holds that

\[
\lim_{k \to \infty} \beta_k = \lim_{k \to \infty} \alpha_k.
\]
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