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Abstract

In this paper, an integer bilevel programming peab is considered in
which the upper level objective function is lindeaictional and the lower level
objective function is quadratic. The variables athbthe levels are related by the
set of linear constraints. An algorithm is develbpe find the integer solution for
the bilevel programming problem. Applying the Kuhneker conditions at the
lower level, the bilevel programming problem is eerted to a linear fractional
programming problem with complementarity constsiriomory's cut is applied
to find an integer solution of the linear fractibmaogramming problem which
satisfies the complementarity constraints and hedetrmines the optimum
integer solution of the given bilevel programmingolgem. A computational
approach is also given to solve the above problgntdnverting the integer

variables to 81 variables. The method is illustrated with thephafl an example.
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Introduction
The Bilevel programming problem (BLPP) is defirsed

(BLPP) Max (X, Y)

where Y solves

Max F(X, Y)

subject to (X, Y S,
where S = {(X, Y) : AX + BY< Db; X, Y=0}.

In (BLPP), two decision makers are located at twiteint hierarchical levels,
upper level and lower level, each controlling inelegently a separate set of
decision variables. Both the levels are interestedoptimizing their own

objectives. The objectives at each level are cctirily in nature.

(BLPP) has been used by researchers in severds fiahging from economics to
transportation engineering. (BLPP) is used to madeblems involving multiple
decision makers. These problems include trafficnaigoptimization [17],
structural design [15] and genetic algorithms [1BL.PP) has been developed and
studied by Bialas and Karwan [7,8] in the year 19884, Candler and Townsley
[10] in 1982; Bard [3,4,5] in the year 1983, 84, @ eloped different techniques
for solving (BLPP).

Linear Fractional programming problem is studied rbgny authors [2,7,8,11].
Charnes.et.al. formulated linear fractional prograny problem to a linear
programming problem by applying the transformatiénQuadratic Fractional
Programming Problem has been worked upon earber @ many authors. Cabot
et.al. [9] in the year 1970 solved the non-conveadyatic minimization problem

by ranking the extreme points. R.Gupta and M.Cri P12] in 1994 have
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developed an algorithm for ranking the extreme tgowf Quadratic Fractional

Programming Problem.

Most applications of bilevel programming that haygeared in the literature, deal
with central economic planning at the regional levie this context, the
government is considered as the leader who cordrekt of policy variables such
as tax rates, import quotas and price supports.pantcular industry targeted for
regulation is viewed as the follower. In most casles follower tries to maximize
net income subject to the prevailing technologiedpnomic and government
constraints. Fractional programs arise in variomsumstances in management
science as well as other areas. Maximization oflypcovity, maximization of

return on investment, maximization of cost/timeegiise to a fractional program.

Based on the Kuhn-Tucker conditions and the dugli&pry, Wang et al. [19] has
derived necessary and sufficient optimality cowdiéi for linear-quadratic bilevel
programs. A parametric method for solving bilevebgramming problem has

been discussed by Faisca, Dua, Rustem, SaraivRistikbpoulos [14].

Here, in this paper we have taken linear fractidnaction at the upper
level and quadratic function at the lower level. #gorithm is developed in which
the lower level problem using the Kuhn-Tucker ctiods is combined with the
upper level problem to form a fractional programgnirproblem with
complementarity conditions. Then,using Gomory's anitinteger solution of the

bilevel programming problem is obtained.
Mathematical Formulation

The linear fractional / quadratic integer biley@logramming problem
(LFQIBPP) is given by
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C1><1+CZ><2+Cx
dlxl+d2x2+B

(LFQIBPP) szlax Z(X)=
where for a given X X, solves
'V'X?X Z,(X) = eTX+%XTQX
subject to XIS,
where S = {X = (X, X5) O R™™: A;X; + AX,< b, Xi, X, =0 and integers}.
c,,d, OR™;c,,d,0OR™ ;a BOR; A, OR™™; A,0OR™™; bOR™;

e=(q, &) 0R™™,

Qisan ((n+ mn) x(m+ n)) symmetric positive semi-definite matrix. Here,
S O R™™ defines the common constraint region and it isumssl that the

feasible region S is closed and bounded.

It is also assumed that & + X, + ) > 0 [1 (X4, X,) O S. The feasible region

of the lower level problem, for a given Xs defined as
S(X)={X,0R"(X,X ) [5}.
Relaxed Problem

Consider the relaxed problem of (LFQIBPP), in whileé integral condition is not

considered.

Define the relaxed problem (RLFQBPP) as
Clxl + CZX2+G
dlxl+ d2X2+ B

(RLFQBPP) MX?X Z(X)=
where for a given XX, solves
|\/>|<?X Z,(X)=e' X+ % XTQX

subject to XIS,

where S={X = (X4, Xp) O R™"™: A X; + AX, < b; Xy, X, = 0},
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Consider the lower level problem of (RLFQBPP) fayien X,
T 1,1
I\/)I(asz(X):e X+EX QX

—al T 1 T Q11 Q12 Xl
“elxr e x| 2 2

subject to Ko< b—-AX;
X=0.
Here ,f(X) =e] X, +e§x2+%x{an +X'Q X 2+—$x 0 X
g(X)=b-AX,—-A X ,=0.
Define the Lagrangian function L(X) as
L(X, A) = f(X) + ATg(X)
whereA = 0 is a vector of Lagrange's multipliers.

Applying the Kuhn-Tucker conditions, we have

L
ax <sO0=e+ XIle"" QX5 ATz)‘ <0
2

Z—I)IZC):) g(X)ZOj b_Alx_AzxZZO

oL
X; oX =0= X;(ez"" XIQ12+ QX = AT?‘) =0
2
7OL _ T _
)\ a—)\—O:>)\ (b—A1X1—A2X?)—O

In equation (2), introducing the surplus variable, get
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b-AX;—AX,—ly=0
or AX1+AX,+1ly=Db (5)
y=0
From equations (4) and(5)
Aly=0 (6)
In equation (1), introducing the slack variable, ge

e+ XIQ12+ QX ,— ATz}‘ +lu=0

= “XQupt QX +AA-lu=e, (7)
u=0
Using equations (3) and(7)
Xju =0 (8)

Thus, the given (RLFQBPP) problem reduces to alifi@ctional programming
problem (RLFPP), given by

(RLFPP)  Maxz,(x) = 21t cX,*d
Xy, X2 d1X1+d2X2+B

subjectto AX1 + AXo+ly =D
_XIQ12_Q22X 2+AT2>\_|U =€, 9)

Xl, X2, )\, Y, u=0
with the condition\"y = 0 andXJu = 0.

Here, | is the identity matrix of appropriate dirs@n and the conditioh'y = 0

and XJu = 0 represents the complementarity condition.
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The above problem (RLFPP) is a relaxed problem mclv the integrality
condition is not considered. If we impose the ietegestriction on the above
problem, it becomes an integer linear fractionalgpamming problem (ILFPP),

defined as,

(ILFPP)  MaxZ,(X)= G X, +CoX,* 0

dl)(l-'-dZ)(Z-i-[3
subjectto AX1 + AXo+ly =D (20)
_XIle_szx 2+AT2>\_|U =€

A, y,u=0

X1, X, 2 0 and integers,
with the condition thak'y =0 andXJu = 0.
The problem (RLFPP) without the complementaritydiban is a linear fractional
programming problem whose optimal solution willddean extreme point. We are
interested in finding an integer solution of (RLAPRhich satisfies the
complementarity conditions. It will be the solutioh (ILFPP) and hence that of

the given bilevel programming problem.

(RLFPP) problem can be rewritten as
Maxz, (¢ = 2o AT Ot b @+ Gt & Kiva

T2 A+ dI o A+ dodt L+ @ R +P
subject to

At At .t d, Rt it %F h 4, "%t %

a}nlxi+a1n2xi+ ot dn,rl] X+ ‘im%z"' C)’rnz)%z"' -+ énzn RS
_Qiixi_quf_ e G2 X - X q1222X22_ T é]gz %+ 5@‘1
ot E Nt U= €

DT N R 0 N N SOt I Y N S [ S|
Oy X3 — O X — om O XE = g X o ) X3+ éizr?\

totd A tu, =&
X1, X2, A, y,u=0

with the condition\"y = 0 andXJu =0,
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wherec, = (&, ,...,& YR™; ¢, = (¢,,&,.....& JIR™;
d=(,&,....¢ YR™; d,=(d,&,..... & TR™;
X, =(x5 X2, X)OR™; X, = (X5 X5, X2 AR ™
Y= (Yo Y JOR™ A= Q.. OR™;

b=(b,.....H, )OR™ ; = (Y.l PR™;

e=(&,...& JR™,
ail iz e é,ri él éﬁ anas 2§P
A=l . oo . L |OR™™, A= .. .. .. ..|OR™™
a, &, - G 4 & . A,
Gy oo G52 4, .. G2
Qu,=| . o . |OR™™,Q,=| .. . .. |OR™™
S Bt "

The optimal solution of (RLFPP) problem can be esped in the form of

EOJ’_Z X,
Max Z, (X) = e
dp+ > dix,

subjecttox; =x; = > a;x;, jONg,i0B

jiNg

X, X >0 andintegerdli 0B, jO Ng,

where B is the set of basic variables ands\the set of non-basic variables,
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C = (z} — G ) is the reduced cost of the numerator,

a,. = (zj2 —d ) is the reduced cost of the denominator,

A =7'(z'-d)- Z (7~ ¢ |is the total reduced cost.
At the optimality, allA; <0, jONg.

The solution for (RLFPP) is given by

X; =0, Max Z (X)=

£l

Let the current optimal solution of (RLFPP) doed wsatisfy the integrality
condition. Let the basic variablg be not an integer in the current optimal

solution which is otherwise required to be an irteg

Let the equation ofxbe given by

X =X, = D 0gX
N

This implies

Xy :[X*k] +fk_z {[ o # x|

iENg

or X —[X ]+ >0 [odx =f, = > fx,

jENg JINg

where [x, ] is the integral part and, fs the fractional part of . x where x is the

basic variable. ;] is the integral part angj;fis the fractional part of,;.

The necessary condition for the variabléocbe integral is that
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f,=> fx,=0 (mod 1)

JNg

But f, - fx, <f <1

jINg

Therefore, the necessary condition for the intetitalbecomes

This is the Gomory's cut, where s is a slack vigiabhis is the required cut which
should be applied to the optimal table of (RLFPpbfem.

Since all x=0, jO Ng, it follows that s = fi which is infeasible. This means that

after applying the cut, the solution becomes ogtimiais not feasible.

To solve the above table, find the departing véeialscording as
b, = Min{b,, b, <0}.

Choose the entering variable according as

:y”<0}.

Proceed with this process till & > 0.

i

A
Max
{ y

1

If the resulting optimum solution is an integére fprocess ends. Otherwise,

the process is repeated. After getting the integ@ution, check whether the

complementarity conditions<ju = 0 and\'y = 0 are also satisfied. If the
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complementarity conditions are not satisfied, etitat variable into the basis such
that XJu =0 and\'y = 0 is satisfied. The optimal integer solutionatiained
will be the solution of the bilevel programming plem.

Algorithm for solving linear fractional / quadratic integer bilevel

programming problem

Step 1 Consider the problem (LFQIBPP) defined as

)= C X *+CX,+a

Max Z, (X
Xy 4l d, X, +d,X,+f

where for a given X X, solves
T 1,1
I\/)I(asz(X) =e X+EX QX

subjectto AX; + AoXo,< b
X1, X, =2 0 and integers.

Step 2 Define the relaxed problem (RLFQBPP) of (LFQIBPR)lgdem,

without considering the integer condition.

Step 3 Consider the follower's problem for a given valtiXe.
—AT T 1.+ T 1,1
Let f(X) —61X1+82X2+§X1Q1?( 1+X Q 12( 2+_2X Q 2)5

and g(X)=b-AX;-AX,=0.
Define the Lagrangian function L(X) = f(X) + ATg(X).

Apply the Kuhn Tucker conditions and convert (RMBPP)
problem to (RLFPP) problem with the condition th&g = 0 and

XJju =0.
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Step 4

Step 5

Step 6

Example 1:

(LFQIBPP)

R.Arora and S.R. Arora

Let (X, , X, ) be an optimal solution for the problem (RLFPP).
If (X1, X, ) is an integer solution, go to step 6, else, gstép 5.

Apply Gomory's cut to the optimal table of (RLFRPblem to
find an integer solution. If it is an integer sadut go to step 6,

otherwise repeat step 5.

Check the complementarity conditiohs/ = 0 andXju = 0 for the

integer solution. If the integer solution satisfibe complementarity
conditions, then this is the optimum integer soltf (LFQIBPP)

problem. Otherwise, find the next integer solutidmch satisfies

Ay =0 andXju = 0.

Consider a linear fractional/ quadratic integée\®| programming

problem.

2+ X, — 2X, — 2%
3+ X, + X,

Max Z, (X, X, X;) =

where (%, X3) solves

Max Z, (X,,X,,X5) = X5 + X5+ X5+ 2X X+ 2X X+ 2X~ TX ;5 6X

subject to X+ 2% +x3 <10
X1 +x% <2
3% + X <4

X1, X, X3 = 0 and integers.
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Solution: Consider the relaxed problem for (LFQIBPP), defiasd

2+ X, — 2X, — 2%,
3+ X, + X,

(RLFQBPP) Max Z, (X,,X,X3) =

where (%, x3) solves

— 2 2 2
Max Z, (X;, X,,X3) = X7+ X5+ X5+ 2X X ,+ 2X X5~ 2X 7X;7 6X

X2,X3

subjectto  x+2% +x <10

X1 +% <2
3% + X <4
1’»(2’X320'

Define the Lagrangian function as

L(X1, X2, X3, A) = (X1, Xo, Xg) + )\TQ(XL X2, X3)

= (X2 + X5+ X5+ 2X X, + 2X X 53— 2X;— TX,— 6X;)
A (10- X, = 2%, = X3)+ A5 (2= X = X5t A 5(4 3x~ X,

Applying the Kuhn-Tucker conditions, we have

a—LSO:> 2%, + 2% + 2% — 7— A -A ;< (
0X,

a—I's0:> 2%, + 2%, — 6-A,-A,< O

0X,

L sos 10- X — 2% — %= C (11)
oA,

oL

—=0 2= X — %20

o, = XX

oL

—=20= 4-3x-x%20
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XZS—L:O: X, (2X,+ 2X,+ 2X3— A=A ;— 7= (
2

x3007|' =0= X3(2X,+ 2X,—A ;—A ,— 6)= C

3

)\ISTL =0= A\, (10— x,— 2%,— X3)= C

1

)\;:TL:O: A, (2-x-%3)=0

2

A;STL:O:» Ay (4= 3%, - X,)= 0

3

Using (11) and (12), formulate the problem (RLFPP),

(RLFPP)  Max z,(X) =25 %= 2% = 2%
X1:X2,X3 3+ X, + X5

subject to X+ 2% + X3 +y; =10
X1 +X+Yy,=2
3% + X +y=4
2% + 2% + 2% =2\ — A3+ =7

2)(2+2X3_)\1_)\2+Uz:6

XoUp =0, %U; =0, A1y; =0, Ay,=0, Agy3=0

Xl; X2’ X3’ )\ll )\2’ )\31 yli YZ’ YS’ ul’ u2 2 0

Solving the above problem, the optimal table oledias
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Ce |Dg Ve [ Xg [X1 X X3 Y1 Y2 Y3 M A A3 U W

0 0 w |26/3|0 58 1 1 0 -1/3 0 0 0 0O O
0 0 vy |23 |0 -1/3 1 0 1 -1/3 0 0 0 0O O
1 1 x |43 |1 1/3 0 0O O 1/3 0 0 0 0O O

0 0 u |[13/3| 0 4/3 2 0 0O -23 2 0 -1 1 0

o [0 lwl6 |O 2 2 O O O -1 -1 0 0 1

z=10/3 | z'¢ |0 73 2 0 O U3 0O O O O O
2,=13/3 z>-d-|{0 13 -1 0 O 13 0O 0 O 0 O

A-|O -9 -120 0 -130 0 0 0 O

Sincel; < 0, therefore, it is an optimal solution but notiateger solution.

Applying the cut on equation xwe have

4 1 1
§_X1+§X2+§y3

[] EX +}y } or EX +}y -S, =—
372 37*" 3 372 37 7t 3

Applying the cut in the above optimal table andvsg it, the final table so

obtained is

71



R.Arora and S.R. Arora

G- |1 =2 =2 0 0 0 0 0 0 O

d- |1 O 1 0O O O 0 0 0 O 0 O
Cs |Ds Ve | Xg |[X1 X2 X3 Y1 Y2 Y3 A1 A A3 U g
0 0 vi |9 0o 2 1 1 0 O 0 0 0 0 01
0 0 v |1 0O O 0 O 1 O 0 0 0 0 0-1
1 1 x |1 1 O 0 0O O O 0 0 0 0O 0 1
0 0 u |5 0o 2 2 0O O O -2 0 -1 1 0 -2
0 0 b |6 0o 2 2 0O O O -1 -1 0 0O 1 0
0 0 v |1 0 1 0 0O 0 1 0 0 0 0 0-3
;=3 z—¢- |0 2 2 0O O O 0 0 0 0O 0 1
2,=4 22¢./0 0 -1 0 0 O 0 0O 0 0 01

A-0O -8 110 0 0O 0 0 0 0 0-1
Here,A;<0. =1, %=0,%=0.

Also, xu; =0, %U, =0, Ay; =0, YA, =0, Azy3=0.

This is an optimal integer solution for the bilevptogramming problem
(LFQIBPP), with 4 = 3/4 and Z=1.
An Alternative Approach for Solving Linear Fractional /Quadratic Integer

Bilevel Programming Problem

Consider the problem (LFQIBPP) as

)= C X +CX,+a

LFQIBPP) MaxZ (X
(LFQIBPP) Max2,(X) = 300 e

where for a given X X, solves
T 1+
I\/IxaxZZ(X) =e X+§X QX

1

1
= eiTxl"' ez X2+§ XT1Qllx it leQ 12< 2+§XTQ 2%<

subject to X S,

S={X=(Xy X2) O R™™: A X, +A X ,<b; X ,X ,20 and integers.
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The variables in this problem are integers onlgytban be converted in the form

of 0 or 1 by applying the following transformations

Replace the integer variablgsaccording to the relation
Ny
X =2, 2"y, (13)

n=1

where y = 0 or 1, and Nis determined according to the upper limit on the

variable x.

The 0- 1 bilevel programming problem so obtained is

_0Y;+g,Y,+y
0-1LFQBPP) Max Z(Y)=
( QBPP) Z(Y) hY, +h.Y,+0
Max Z(Y)=p'Y + %YTRY j14

subjectto BY; + B,Y,<hb
Y1, Y, O{0, 1}.
Solution Procedure for solving (0~ 1 LFQBPP) Problem

In (0-1 LFQBPP) problem, the follower's problem is a qa#id problem which

can be converted to a linear program [18], by ngkine following conversions,

(1) Any zero-one variable that has a positive egnd is replaced by that

variable to the power one.

(2)  Any product of 81 variables may be changed to a linear 0 function.

Replace the producty, by introducing a 0- 1 variable W, = wy,, and

adding the following constraints in the constraiet (14)
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Yty U, <1

Yk =Y, +2U,<0 (15)

where y, [0 {0,1}

Based on the above results-{) linear fractional quadratic bilevel programming
problem can be converted to-@ linear bilevel programming problem which can
be solved using LINDO (6.1).

Example 2 : Consider the linear fractional quadratic integée\®l programming

problem (LFQIBPP) as in example 1.

The variables considered were integer variablasyare converted to-Q

variables by the following conversions,

X1=Y1
X2 = Yo+ 2y + 4y, (16)
X3=Y5+ 2

(LFQIBPP) problem reduces to«0 LFQBPP) problem, defined as

_2+Yy,—2y,~8y;— 8y,~ 2y;~ 4y,
0-1LFQBPP)  Maxz(Y)="-1 222 2% DY 2% Tk
( QBPP) lax Z,(Y) 3ty +y.+ 2y,

where (Y, Yz, Y4 ¥s,Ys) SOlves

+8Y,Y, +4Y,Ys+ 8Y,Y,t 2Y,Ys+ 4y,Yet+ 16Y,Y,
+4y,Ys +8Y3Yst+ 8Y,Yst 16y, Vet 4YsYe— 2V,
-7y, —14y,— 28y, — 6y — 12y
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subject to

y1+ 2y, +4y; + 8y, + Y5 + 2y < 10

Y1 +eyt 2y < 2 (17)
3y + Yot 2y + 4y, <4

Y1 Y2 Y3 Ya Y5, Y6 U {0, 1}.

Solving the leader's problem subject to the comggg17) by LINDO (6.1), we
gety=1,%=0,%=0,%=0,% =0,y%=0. Puty=1 in the follower's
problem.

Use conversiony?’ =vy,,i=2,3,4,5,€and yy, = u, (k2 ¢, k, £ =2,3,4,5,6).

Introduce the constraints

Yet Yo —U,<s1,  k(=2,3,4,56 (18)

Y=Y, +24,<0

Solving the follower's problem for,y= 1, subject to the constraints (17) and (18),

using LINDO (6.1), we gety= 0, %s=0,y4=0, v=0,%=0
Putyy=1,%=0,%=0,%=0,%=0, % =0, in (16), we get
Xx1=1, =0 and x=0.

Thus, this is an alternate approach for finding thieger solution of Linear

Fractional /Quadratic Integer Bilevel Programminglitem.

Conclusions

In this paper, the linear Fractional/ QuadraticeBdl Programming Problem is

converted to a linear fractional programming prablevith complementarity
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constraints using the Kuhn- Tucker conditions. Ateger solution of this problem

is obtained by applying the Gomory’s cut. An alemapproach for solving this

problem using LINDO(6.1) is also given by convegtihe integer variables to 0-1

variables.

Acknowledgements

The authors are thankful to the referees’ for theatuable suggestions and

guidance in improving this paper.

References

1.

Alemayehu G. and Arora S.R. (2002), "Bilevel quadrafractional
programming problem”, International Journal of Mg@ment and System,
Vol.18(1), 39-48.

Audet C., Hanson, P., Jaumard, B. and Savard,®7(19Links between
linear bilevel and mixed 0-1 programming problemJpurnal of
Optimization Theory and Applications, Vol.93, Nogh 273-300.

Bard J.F. (1983), "An algorithm for solving the gea bilevel
programming problem", Mathematics of Operationsdaesh, Vol. 8, No.2,
260-272.

Bard J.F. (1984), "Optimality conditions for thelewel programming
problem”, Naval Research Logistics Quarterly, \&dl, 13-26.

Bard, J.F. and Moore, J.J. (1992), "An algorithm tlee discrete bilevel
programming problem”, Naval Research Logistics @uby, Vol. 39, 419-
435.

76



10.

11.

12.

13.

14.

15.

An Algorithm for Solving an Integer Linear Fracted Quadratic Bilevel Programming Problem

Beale, E.M.L. (1959), "On quadratic programming"aval Research
Logistics Quarterly 6, 227-243.

Bialas, W.F.and Karwan, M.H. (1982), "On two lewgtimization", IEEE

Transactions on Automatic Control, Vol. 27, No21]1-214.

Bialas, W.F. and Karwan, M.H. (1984), "Two-levetdar programming",
Management Science, Vol. 30, No. 8, 1004-1020.

Cabot, A. and Francis,R.L. (1970), “Solving certamn-convex quadratic
minimization problems by ranking the extreme pdint©perations
Research, Vol.18, 82-86.

Candler, W. and Townsley, R.J. (1982), "A lineabnii®vel progrmaming

problem”, Computers & Operations Research 9, 59-76.

Craven, B.D. (1988), “Fractional Programming — Anfy”, Opsearch,
Vol.25, No.3, 165-176.

Gupta, R. and Puri, M.C. (1994), “Extreme point dpagic fractional
programming problem”, Optimization, Vol.30, 205-214

H. Calvete, C. Gale,P. Mateo (2008), "A new appnofr solving linear
bilevel problems using genetic algorithms", Eurapedournal of
Operational Research, Vol. 188, Issue 1, 14-28.

P. Faisca, Nuno; Dua, Vivek; Rustem, Berc; M. SaraiPedro; N.
Pistikopoulos, Efstratios (2007), "Parametric Gloliptimization for
bilevel programming”, Journal of Global Optimizatjd/ol. 38, 609-623.

P. Yi, G. Cheng, L. Jiang (2008), "A sequential rappmate programming
strategy for performance measure-based probabilstiuctural design

optimization", Structural Safety, Vol.30, Issue92;109.

77



16.

17.

18.

19.

R.Arora and S.R. Arora

Sinha Surabhi (2002), "Karush Kuhn-Tucker Transftion approach to
multi-level linear programming problems”, OperadResearch Society of
India, Vol. 39(2).

Sun, Dazhi; Benekohal, Rahim, F, Waller, S. Tra{@606), "Bilevel
Programming formulation and Heuristic solution agwh for dynamic
traffic signal optimization”, Computer-Aided Civiand Infrastructure
Engineering, Vol. 21, Issue 5, 321-333.

Taha, Hamdy A., “Operations Research — An introduct Prentice Hall
of India Pvt. Limited.

Wang, S., Wang, Q. and Rodriquez, S.R. (1994), itglity conditions
and an algorithm for linear-quadratic bilevel pags"”, Optimization, Vol.
31,127-139.

78



