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ABSTRACT

In this paper, an algorithm is proposed to solvebitevel
programming problem in which the upper level objectunction is linear
fractional and the lower level is quadratic. Theialsles associated with
both the level problems are related by linear qaisis. On applying the
Kuhn-Tucker conditions to the lower level problemday making use of
the complementarity condition and the upper levaective function, a
fractional programming problem is formed. The optimsolution of this
problem determines the optimum solution of the giledevel programming

problem. It is illustrated with the help of an exae
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INTRODUCTION
The Bilevel Programming Problem (BLPP) is defined a

(BLPP) M;(axf(X,Y)

where Y solves

MYax HX,Y)

subject to (X, YI S.
where S ={(X,Y) : AX+BY< Db, X, Y=0}

In (BLPP), two decision makers are located at twiteient hierarchical
levels, upper level and lower level, each coningllindependently a
separate set of decision variables. Both the lemelsnterested in optimizing

their own benefits. The objectives at each levetanflicting in nature.

The problem (BLPP) can be thought of as a statision of the
Stackelberg’s leader-follower game in which a k¢#lmerg strategy is used
by the higher level decision maker called the leagigen the rational
reaction of the lower level decision maker callé@ ftollower. Different
solution methodologies have been proposed to s@iePP) such as
parametric complimentary pivot algorithm, grid s#aralgorithm and

penalty function approach.

(BLPP) has been used by researchers in seveldd fianging from
economics to transportation engineering. (BLPPRI® used to model
problems involving multiple decision makers. Thgs®blems include
traffic signal optimization [3,4], and genetic atgoms [9]. (BLPP) has
been developed and studied by Bialas and Karwaid][th the year 1982,
1984; Candler and Townsley [8] in 1982; Bard [24Bin the year 1983,
84, 92 developed different techniques for solviBgHFP).
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Solving Linear - Quadratic Bilevel Programming Problem

Based on the Kuhn-Tucker conditions and the du#t¢ory, Wang

et al. [12] in the year 1994 has derived necesaadysufficient optimality

conditions for linear-quadratic bilevel programs.

A parametric method for solving bilevel programmiproblem has
been discussed by Faisca, Dua, Rustem, Saraiv&iatikdopoulos [10] in
the year 2007.

Here, in this paper, we have taken linear fraeidonction at the
upper level and quadratic function at the lowerelevA method is
developed in which the lower level problem is replh using the Kuhn-
Tucker conditions, which when combined with the emppevel problem
forms a fractional programming problem with compésrarity conditions.
The solution of this problem satisfying the compatagty conditions gives

the optimal solution of the Bilevel Programming Bleom.
MATHEMATICAL FORMULATION

The linear fractional quadratic bilevel programmingoblem
(LFQBPP) is given by

C, X, +C, X, +a
dlxl+d2X2+B

(LFQBPP) MaxZ,(X) =

where for a given X X, solves
MaxZ,(X) = eTX+%XTQX
subjectto X S,
where S ={X = (X, X;) O R™"™: A;X; + A X, <b; X, X, =0}

C, h OR™; ¢, b OR™;a, BOR;

ALOR™: A,OR™™;:bOR™;, e=(g, &) OR™™

Qis an ((r + ) x (N, + rp)) symmetric positive semi-definite
matrix.
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Here, SO R™"™, defines the common constraint region and it is
assumed that the feasible region S is closed anddeal. It is also assumed
that (d,X,+d,X,+B)>0 O(X,X,)OS.

Define, S (X) = {X, O R™ ; (X4, X,) O S} gives the feasible region
of the lower level problem, for a given X

Consider the lower level problem, for a givep X

Max Z,(X) = eTX+% XTQX

_ Al T l T Qll Q12 Xl
_elX1+e2X2+2[X1X2] {Qﬂ sz{xj

subjectto  AX,<b-AX;
X;20.
Here, f(X) :e[xl+e;x2+%x§Q X HX'Q X 2+%ng9 X2
g(X) = b= AX; - AX, 2 0.
Define, the Lagrangian function L(X) as
L(X, A) = f(X) + ATg(X),

whereA = 0 is the vector of Lagrange’s multipliers.

Applying the Kuhn Tucker conditions, we have

2L <05 6+ QX+ QuXom ARNSO )
2

oL

202 0(X)20= b- AX,-AX, 20 2)
T oL T T

N2 =0=ATg(X) = 0= (b~ AXy — AX) = 0 3)
T oL T T

X, aX =0=X5(e,+ QX+ QX ,mA'A)=0 (4)

2
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Solving Linear - Quadratic Bilevel Programming Problem

In equation (2), introducing the surplus variabled aconverting the

inequality into equality, we get
b-AX;—AX,—ly=0
or  AXi+AX,+ly=b (5)
y=20 (6)

From equation (3) and (5), we get
Aly=0 ()

In equation (1), introducing the slack variable, get

€+ QX+ QX ,— ATz}\ +lu=0

or  -QuX,—QX,+A\-Iu=e, (8)
u=0 (9)

Using equations (4) and (8), we get
Xu=0 (10)
Equations (1), (5), (7) and (10) gives the Kuhn{arc conditions
corresponding to the lower level objective functiofhus, the given

(LFQBPP) Problem becomes a Linear Fractional Prograg Problem
(LFPP) given by

C, X, +C X, +a
dlxl+d2x2+B

(LFPP) Max Z,(X) =

subjectto AX; + AXo +ly=b
~QuX1- QX + AA - lu=g (11)
X1, X2 Ay, u=20

with the conditiol\y = 0 andXJu =0.

Here, | is the identity matrix of appropriate diseam and the condition

ATy = 0 andXJu =0 represents the complementary condition.
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As the objective function is linear fractional etkfore, it is both
pseudoconcave and pseudoconvex and thus, its éohdion will be at
an extreme point. We are interested in finding tereme point which

satisfies the condition™y =0 and X u= (.

Maximization of (L FPP)
The (LFPP) problem defined above by (11) can bermten as

cX+a
M A= G
subject to
X,
AL A, I O O *2 b
{_le -Q,, O AE _J ;: _{ej
_u_

X1, X2, ¥, A, u= 0.
wherec= (6,6 )OR™™; d= (d ¢ JIR™™
X :(Xl’xz) DRH1+HZ; o, BOR, eZDRnZ'

The above problem becomes

cX+a
LFBPP) Max Z,(X) =
(LFBPP) MaxZ,() =~
subject to
ux=yV
X=0
X,
X2
A, A, I O O b
where U = T X=ly |, V= :
—Q, —Qp O A, -l A €
_u_

Here, U [J R (M) (n*2np*+ 2m) XOR 20" 2m R ™ 8
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Suppose that we are given an extreme point ofdhsilble region with basis
B, such that X = B>V > 0 and X, = 0, where X is the basis vector andyX

is the non-basic vector. B is (m 3)®(m + rp) invertible matrix.

Since the current point is an extreme point witlh X 0, the non-basic
variable cannot be decreased further, as it woldthte the non-negativity
restriction.

Letting
r'=(rg,r)=0f(X)" -0 (X) B™U

=[0ef (X) T, O (X) T =04 (X) B 1B, N)]

=[0f(X)" -0 (X) B B, Of(X) "-0§(X) B N)]

=[0, O, f(X)" -0 (X) B ™N]
Here, f denote the non-basic components of the reducetiegtavector .
so thatr, =0, f(X)" -OF(X) BN .
Entering Variable

Find = Max {r; : r; = 0}, where ris the i-th component ofr The
non-basic variable Xis increased, and the basic variables are modiGed

maintain feasibility.
Departing Variable:

Determine the basic variablgsXto lease the basis by the following

minimum ratio test:

Vg A
—+-= Min —: Y; >0;.
Yr I<ism+n, yij

i

where ¥ = By, yis the j-th column of U.
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Replace the variable g{ by the variable X Update the table

correspondingly by pivoting at;Y

Optimality Criterion

The optimal solution is obtained wheg £ 0 resulting in a Kuhn-Tucker
point. The optimal solution of (LFPP) problem witlaximize the objective
function only ifATy = 0 andXJu =0. If ATy #0 or XJu# O find the next
solution to the above problem, with the restrictbdsis entry, till
ATy =0 and X u= C.

Convergence

Here, we have assumed that X O for each extreme point. The above
method moves from one extreme point to anotheremdr point. By the
non-degeneracy assumption, the objective functiactly increases at each
iteration so that the extreme points generateddestenct. There is only a
finite number of these points and hence, the praeedtops in a finite
number of steps.

Algorithm for Solving (L FQBPP) Problem

Step 1: Consider (LFQBPP) problem

For a given value of Xtake
—aT T 1.+ T 1+
f(x)_elx1+e2x2+§le11X 1+X 1Q 1% 2+§X Q 2%( 28-nd

g(X) =b- A]_X]_ - A2X2 > 0.

Define the Lagrangian function L(X) = f(X) + A'g(X).
Apply the Kuhn Tucker conditions and convert (LFQBP
problem to (LFPP) problem with the condition that

ATy =0 and X u= (.
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Step 2:

Step 3.

Step 4:

Step 5

Step 6:

Solving Linear - Quadratic Bilevel Programming Problem

Remove the conditiol\™y =0 and X, u= ( and solve the

(LFPP). To solve the (LFPP) problem, find an inittesic
feasible solution and express the basic varialileerims of

non-basic variables.

Compute the vectory =0,f(X)"-Of(X) BN .

If ry < 0, the current point Xis an optimal solution of
(LFPP). Go to step 6. Otherwise, go to step 4.

Letrs=max {r : r, = 0}, where ris the i-th component ai.

Determine the basic variabl¥, to leave the basis by the
minimum ratio test defined as

\\/(_B =0, {\\/(_BJ Yi >0}

where Y = B™'u; u is the jth column of U.

Go to Step 5.

Replace the variabl&X; by the variable X Update the table
correspondingly by pivoting at ;. Let the current solution be
Xs+1. Replace s by s + 1.

Go to step 3.

(a) Check\"y = 0 andXJu =0.

If ATy = 0 andXJu =0, then this solution will be the optimal
solution of (LFQBPP).

(b) IFATZ 0 or XJu 20, find such a solution with restricted
basis entry, such that the conditidfy = 0 andXJu =0 is
satisfied. It will be the optimal solution of (LF®®).

373



Ritu Arora, S.R. Arora

Example: Consider the following linear-quadratic bilevel gramming
problem:

— X, — X, + 2X,
4+ X, + 3%,

(LFQBPP): anx Z (X{,X5,X3) = 2

where (%,X3) solves

Max Z, (X, X,,X5) = X5 + 255+ X5+ 2X X+ 2X X5+ 2X X5, 8X

subject to
X1+ 2% + %3 <10
X1 - X3 <2
3% + 5% <4
X1, Xo, X3 2= 0.
Solution: For a given value ofxdefine the Lagrangian function,
L(X1, %o, X3, A) = f(X1, %o, X3) + MG (Xe, Xo, Xa) (1)
where f(X, Xp, X3) = X7 +2X5 + X5 + 2X, X, + 2X, X5+ 2X,— X,— 8X,
10-x-2X,—-% =0
(X, Xy, X3) =19 2= X+ X5 >0 (2)
4-3x, — 5%, =20
Here,A = (A1, A5, A3) = 0 is the vector of Lagrange's multipliers, therefo
equation (1) becomes
L(X1, X, Xa, A) = (X2 +2X5 + X5+ 2X X, + 2X, X3+ 2X,— X,— 8X)

+A (10— X, — 2%, — X3 )+ A, (2= X;+ X+ A (4 3x— 5%,

Applying the Kuhn Tucker conditions, we have

a—LSO:> 2% + 4%, + 2%, - 1= A,— B ,< (

0X, 3)
oL

—<0=>2X,+2X%-A;+A,—-8< 0

0X,
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Solving Linear - Quadratic Bilevel Programming Problem

oL
—=20=10-X—-2%—-%=C
N = TN X

1

oL
—20=>2-%+Xx,20 4
on, X + X (4)

oL
—=20=4-3x-5%=20

3

XZSTL:O: Xy (2%, + 4X,+ 2%3— A ;— B ,— 1F (

2

x3a—L:O:> X3 (2X, + 2X,—A+A,—8)= 0
0X 5

AlgTL =0=>A,(10-x—-2%,— %)= 0 (5)

1

oL
)\25203)\2(2_ X1+ X3): 0

2

Ag%:o: Ay (4= 3%~ 5%,)= 0

3
Introducing slack variables in equations (3) andaf@d using equations (5),
(LFPP) problem can be written as
2— X, — X, + 2Xg
4+ X, + 3%,

(LFPP)  MaxZ,(X;,X,,Xs) =

subject to

X1+ 2% +X% +y =10

X1 — Xty =2

3% + 5% +ty;=4

2% + 4% + 2% — 2N\ —5A3+ =1

2%+ 2% — A+ A+wp=8

X1, X2 X3, Y1, Y2r Y3, A1y Aoy As, Up, U 2 0,
with xou; = 0, %U =0, Ay1 =0, Ay>=0, Azy3=0
Relax the given problem, the initial feasible swintof the above

problem is given by
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Of(xy)|-2/3 -113 29 0 0O 0 0 0 0 0 O
Ve | Xg X1 X2 X3 Y1 Y2 Yz A1 Ay Az U W
y: | 10 1 2 1 1 0 0 0 0 0 0 O
Vs 2 1 o -1 0 1 0 0 0 ©
Vs 4 3 5 0 0 0 1 0 o0
Uy 1 2 4 2 0 0 0 -2 0 510
Uy 8 0 2 2 0 0 0 -1 1 0 0 1
r |-2/3 -1/3 29 0 0 0O O O O 0 O

We have X = (0, 0, 0, 10,2, 4, 0, 0, 0, 1, 8).

To find the entering variable, findf(X) by calculating the partial

derivatives of the objective function as,

Of (X) =

X, =5X;— 6
(3+ %, +3x,)
-1
3+ X, + 3%,
5%, + 3%, + 2
(3+ X+ 3X3)2
0

O O O O O O O

T _
v = (1,101,171, Tg)

OfF (X ) =

=0, f(X)" -04(X) BN
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Solving Linear - Quadratic Bilevel Programming Problem

1 2 1 0 0 O]
1 0-1 0 0 O
2 -12
(———,0,0,@—(0,0,0,0,()3 5 0 0 0 O
3'3'9
2 4 2 -2 0 -5
02 2 -11 0
:(_Z_J-_ZO’O’OJ
3'3'9

Entering variable is given by

r, =max{r r 20}:max{§, 0,0,(}:g

U Enter x%.
) ) L 10 1 8 1
Departing variable is given by Min—,—,— =—
P g g y {1 5’ 2} 5
0 Depart y.

The next basic feasible solution is given by

Of(X?|-34/81 -2/9 881 0 0 0 O O O O 0

Ve| Xg X1 X2 X3 Y1 Y2 Y3 A1 A A3 U Uy

y: | 19/2 0 -4 O 1 0 0 1 0 52 -12 O
Yo | 5/2 2 2 O 01 0-1 0 -52 ¥ O
Y3 4 O 0 o0 1 0 O 0 0 0
X3 | 1/2 1 2 1 0 0 0-1 0 -52 12 O
Uy 7 -2 -2 O 0 0 0 1 1 5 -1 1

r -42/81 -34/81 0 O O O 8/81 0 20/81 -4/81 O

19

——540000}
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By the same method as above, eAteaind depart u

Proceed as above, the final feasible solutionvsrgby

Of(X%) | -56/1089 -1/33  2/1089 0 0 0O O 0 0 0 O
Ve | Xs X1 X2 X3 Y1 Y2 Y3 M A2 Az U U
uu| 5 4 -4 0O 2 0 00 -2 51 -2
Yo | 12 2 -2 0O 1 1 0 O 0 0 0 O
ys | 4 3 5 O 0 0 1 0 0 0 0 O
x3 | 10 1 -2 1 1 0 0 O 0 0 0 O
A 12 2 -6 0O 2 001 -1 0 0 -1

0O 0 0 0 O

r

-58/1089 -319/11979

-2/1089 0 0 O

X°=(0, 0, 10, 5, 12, 4, 12,0, 0 0, 0).

DHX%Z(

-1 2

1089 33 108%

0,0,0,0,0,0,0@

Since r,I <0, the above solution is an optimal solution. Alsa,»x= 0, XU,

=0 A1 = 0, Ay, = 0 andAqy; = 0, therefore, the optimal solution will

maximize the objective function.

The solution of the (LFQBPP) problem is given by

X1 =0, % =0, %= 10 with MaxZ, :i—; = and Max 4 = 20.
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