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In this technical report we compare the following conjugate gradient algorithms (and 

software) for solving large-scale unconstrained optimization problems: 

1) DESCON (Andrei), 

2) TTS (Andrei), 

3) CG-DESCENT (Hager & Zhang). 
 

 

 
Fig.1. DESCON versus TTS 

 



 2 

 
Fig.2. DESCON versus CG-DESCENT (Wolfe) 

 

 
Fig.3. TTS versus CG-DESCENT (Wolfe) 
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  Performance Profile:   July 18, 2012. 

 

  Results descon   versus tts     , valeps= 0.1000000000000E-02 

 

  nexptot= 750    nexp= 746 

  Total Number of iterations for descon  =   247899 

  Total Number of iterations for tts     =   262736 

 

  Total Number of function evaluations for descon  =   584808 

  Total Number of function evaluations for tts     =   608404 

 

  Total Time (centeseconds)  for descon  =    23553 

  Total Time (centeseconds)  for tts     =    24296 

 

            descon   achieved minimum # of iter in    199   problems 

            tts      achieved minimum # of iter in     99   problems 

            descon   and tts      achieved the same # of iter in    448   problems 

 

   Iterations Performance Profile for descon   

 

   descon=[0.87,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Iterations Performance Profile for tts      

 

   tts=[0.73,0.99,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

            descon   achieved minimum # of fg in    139   problems 

            tts      achieved minimum # of fg in    327   problems 

            descon   and tts      achieved the same # of fg in    280   problems 

 

   Function Evaluations Performance Profile for descon   

 

   descon=[0.56,0.99,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Function Evaluations Performance Profile for tts      

 

   tts=[0.81,0.99,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

            descon   achieved minimum time in    213   problems 

            tts      achieved minimum time in    170   problems 

            descon   and tts      achieved the same time in    363   problems 

 

   Time Performance Profile for descon   

 

   descon=[0.77,0.98,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Time Performance Profile for tts      

 

   tts=[0.71,0.98,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

 

 

 
  Performance Profile:   July 18, 2012. 

 

  Results descon   versus hzw     , valeps= 0.1000000000000E-02 

 

  nexptot= 750    nexp= 734 

  Total Number of iterations for descon  =   245507 

  Total Number of iterations for hzw     =   424687 

 

  Total Number of function evaluations for descon  =   577028 

  Total Number of function evaluations for hzw     =   866878 

 

  Total Time (centeseconds)  for descon  =    22906 

  Total Time (centeseconds)  for hzw     =    30835 

 

            descon   achieved minimum # of iter in    556   problems 

            hzw      achieved minimum # of iter in     96   problems 

            descon   and hzw      achieved the same # of iter in     82   problems 

 

   Iterations Performance Profile for descon   

 

   descon=[0.87,0.98,0.98,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Iterations Performance Profile for hzw      

 

   hzw=[0.24,0.80,0.88,0.92,0.94,0.95,0.95,0.96,0.96,0.97,0.97,0.98,0.98,0.98,0.99,0.99]; 
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            descon   achieved minimum # of fg in    332   problems 

            hzw      achieved minimum # of fg in    384   problems 

            descon   and hzw      achieved the same # of fg in     18   problems 

 

   Function Evaluations Performance Profile for descon   

 

   descon=[0.48,0.96,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Function Evaluations Performance Profile for hzw      

 

   hzw=[0.55,0.82,0.88,0.90,0.92,0.95,0.95,0.96,0.96,0.98,0.98,0.98,0.98,0.98,0.98,0.99]; 

 

            descon   achieved minimum time in    245   problems 

            hzw      achieved minimum time in    212   problems 

            descon   and hzw      achieved the same time in    277   problems 

 

   Time Performance Profile for descon   

 

   descon=[0.71,0.96,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Time Performance Profile for hzw      

 

   hzw=[0.67,0.88,0.91,0.93,0.95,0.96,0.96,0.97,0.98,0.98,0.98,0.98,0.99,0.99,0.99,0.99]; 

 

 

 

 
  Performance Profile:   July 18, 2012. 

 

  Results tts      versus hzw     , valeps= 0.1000000000000E-02 

 

  nexptot= 750    nexp= 728 

  Total Number of iterations for tts     =   261023 

  Total Number of iterations for hzw     =   424668 

 

  Total Number of function evaluations for tts     =   602649 

  Total Number of function evaluations for hzw     =   866204 

 

  Total Time (centeseconds)  for tts     =    23725 

  Total Time (centeseconds)  for hzw     =    30700 

 

            tts      achieved minimum # of iter in    537   problems 

            hzw      achieved minimum # of iter in     92   problems 

            tts      and hzw      achieved the same # of iter in     99   problems 

 

   Iterations Performance Profile for tts      

 

   tts=[0.87,0.99,0.99,0.99,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Iterations Performance Profile for hzw      

 

   hzw=[0.26,0.81,0.90,0.93,0.94,0.95,0.95,0.95,0.96,0.96,0.97,0.98,0.98,0.98,0.98,0.98]; 

 

            tts      achieved minimum # of fg in    337   problems 

            hzw      achieved minimum # of fg in    371   problems 

            tts      and hzw      achieved the same # of fg in     20   problems 

 

   Function Evaluations Performance Profile for tts      

 

   tts=[0.49,0.98,0.99,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Function Evaluations Performance Profile for hzw      

 

   hzw=[0.54,0.82,0.88,0.90,0.92,0.93,0.94,0.96,0.97,0.97,0.97,0.98,0.98,0.98,0.98,0.98]; 

 

            tts      achieved minimum time in    233   problems 

            hzw      achieved minimum time in    203   problems 

            tts      and hzw      achieved the same time in    292   problems 

 

   Time Performance Profile for tts      

 

   tts=[0.72,0.96,0.99,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00,1.00]; 

 

   Time Performance Profile for hzw      

 

   hzw=[0.68,0.88,0.92,0.94,0.96,0.96,0.97,0.97,0.98,0.98,0.99,0.99,0.99,0.99,0.99,0.99]; 
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