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Abstract. A parametric mean length is defined as the quantity
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wherea>0(#1),8>0,u >0and ) p, =1.This being the useful mean length of

code words weighted by utilities,. Lower and upper bounds fdt (U;P) are
derived in terms of ‘useful’ information measurer fthe incomplete power
distribution, p” .
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1. Introduction

Consider the following model for a random experitren
s, =[E; P; U]
whereE =(E,, E,, ...., E, ) is a finite system of events happening with

respective probabilitie®® =(p,, p,....py). p 20, and > p, =1 and credited
with utilities U =(u,, u,, ....,uy ), u, > 0,i=1 2..., N. Denote the model b,
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EE, .. E,
where, Sy =| PPy e Py ..(1.1)
Uy Uy .. Uy

We call (1.1) a Utility Information Scheme (UISB4dlis and Guiasu, 1968]
proposed a measure of information called ‘usefidrimation’ for this scheme,
given by

HU; P)==>u p logp; ...(1.2)
whereH(U; P) reduces to [Shannon’s, 1948] entropy when tHéyuéispect of
the scheme is ignored i.e., when=1 for eachi. Throughout the paper,

z will stand for Z.N: , unless otherwise stated and logarithms are taken to

baseD (D > 1).
[Guiasu and Picard, 1971] considered the problénercoding the
outcomes in (1.1) by means of a prefix code witdeveordsw,, w, , ...., W,

having lengths,, n,, ..., n, and satisfying [Kraft's, 1949] inequality.
N
> D" <1 ...(1.3)
i=1

whereD is the size of the code alphabet. The useful meagth L(U;P) of
code was defined as:

L(U;F>)=M ..(1.4)
2.UPp
and the authors obtained bounds for it in termdH@d; P). [Longo, 1976,
Gurdial and Pessoa, 1977, Autar and Khan, 1989hSat al., 2003, Jain and
Tuteja, 1989] have studied generalized coding #masr by considering
different generalized measures of (1.2) and (14ddeu condition (1.3) of
unique decipherability.

In this paper, we study some coding theorems bnsidering a new
function depending on the parameter&and g and a utility function. Our
motivation for studying this new function is that generalizes ‘useful’
information measure already existing in the pafeallis’s, 1988 and Arndt,
2001] entropy, which is used in physics.

2. Coding Theorems
In this section, we define generalized ‘usefutbrmation measure as:
ap
H (U; P)=—T {1—(2‘“' i J ] .(2.1)
a-1 dup

where a>0(21),6>0,> p, =1

0] When g =1 then (2.1) reduces to ‘useful’ information m@e@ studied
by [Hooda and Ram, 2002].
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e, H,(U;P)= 01_1{1—{%: ‘:': H .(2.2)

(i)  Whenu, =1 then (2.1) reduces to new generalized informati@asure
of ordera and typeg.

e., Hf(P):al_l{l—{éijﬂ ..(2.3)

(i)  Whenu, =1 and g =1, (2.1) reduces entropy as considered by [iEsall
1988].

ie, H,(P) :ai_l[l—(z o) | .(2.4)

The measure (2.4) was characterized by many authgrsdifferent
approaches. [Harvda and Charvat, 1967] charactefzd) by an axiomatic
approach. [Darcozy, 1970] studied by a functiomplation.

(iv) When g =1 anda -1, (2.1) reduces to a measure of ‘useful’

information for the incomplete distribution due [Belis and Guiasu,
1968].

_ zui p log p
Q.up
(v)  When u, =1 for eachi, i.e. when the utility aspect is ignored and
a - 1, the measure (2.1) reduces to entropy considey¢tflathur and
Mitter, 1972] for 8- power distribution.
__2.Plogp’
20
(vij  Whenu, =1,8 =1 anda - 1, then (2.1) reduces to [Shannon’s, 1948]
entropy.
H(P)=-> plogp, . (2.7)
(vi)  When a - 1,then (2.1) becomes generalized ‘useful’ informatmesure of
[ -power distribution.

_ 2 up’logp’

> up’

e, H(U;P)= ...(2.5)

e, HP(P) ...(2.6)

e, 4H(U;P)= ...(2.8)

Further consider

Definition: The generalized ‘useful’ mean length? (U;P) with respect to
‘useful’” information measure is defined as :

a

1
1 4 )l
Lﬁ P = 1— Pﬁ ! D a aee 2-
2(U;P) -1 2P (Zui plﬁJ (2.9)
wherea>0(#1),8>0,p >0 p =1i= 1,2,......... N
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0] For g =1 ,then (2.9) reduces to the new useful meagtte

1 a
. 1 u ) %
.e., L (U;P)=——1- =—| D ‘¢ ...(2.10
(i)  For u, =1 for each, then (2.9) becomes new optimal code length
ol |
: 1 1) %
e., L(P)=—-|1- fles—=| D \° (211

(i) For B =1,u =1 and a - 1 then (2.9) reduced toL considered by
[Shannon, 1948].

e, L=>np ..(2.12)
(iv) For g =1 andu, =1 for eachi, then (2.9) becomes new optimal code
length

ie., LH(P):ﬁll—(zpl D”[aal]]ﬂ] ..(2.13)

We establish a result, that in a sense, providesaeacterization oH/ (U; P)
under the condition of unique decipherability.

Theorem 2.1 For all integerd > 1

LZ(U;P) 2 HZ (U; P) -.(2.14)
under the condition (1.3). Equality holds if andyoih
u p”
=-I - ..(2.15
n og.{zui p{,ﬂ] (2.15)

Proof: We use [Holder’s, 1967] inequality

S xy = (3 x5 (3 yo)s ..(2.16)

for all x, >0,y >0,i=1,2,....., NwhenP < 1 (#1) and p™+q™ =1, with
equality if and only if there exists a positive rgnc such that

X" =cy. ..(2.17)
Setting

w( ,, ea
>ﬁ=pf’_{ | O

dupf
1

ap -a
y—=p1‘"{ LI

dupf
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p:1—% andq=1-a in (2.16) and using (1.3) we obtain the result42 after

simplification foril >0 asa >1.
a_

Theorem 2.2For every code with lengthg}, i=1,2,..,N, LZ(U;P) can be
made to satisfy,

2 (U £(U: P\DE +_ 1 [1-pt)
L£(U;P)< H#(U; P)D +a_1[1D ] .(2.18)

Proof: Let n, be the positive integer satisfying, the inequality

aB aB
-Iog.{ =k an <-|OgD( LB ]+1 ..(2.19)

2 up” 2up”

Consider the intervals

u p” u p” |
o) :{—IogD {ﬁj - IogD( prﬂﬁ} +1 ...(2.20)
of length 1. In every,, there lies exactly one positive ﬁumbelsuch that
u p® u p%
0<-log, (zluPlp"ﬁ] <n<- IogD[ Iur."lp”ﬁ +1 ...(2.21)

It can be shown that the sequerfeg}, i=1 2,.., N thus defined, satisfies
(1.3). From (2.21) we have

aB
n<_|ogD{ uipi J_'_l

>up?

e (_

= D_“(%—lj > (ﬂ] Da ..(2.22)

> up?

Multiplying both sides of (2.22) by pf( Y ] summing over

dupf

i=12 ..., N and simplification forai_1 >0 asa>1, gives (2.18).
Theorem 2.3For every code with lengtfis}, i=1 2, ..., N, of Theorem 2.1,

L2 (U;P) can be made to satisfy,

ij(U;P)sz(U;P)>Hf(U;P)D+aL_1(1—D) ..(2.23)
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Proof: Suppose

_ u p”

n ——Iog,{zUi piaﬂj ..(2.24)
Clearly n, andn, + 1 satisfy ‘equality’ in Holder’s inequality (). Moreover,
n. satisfies Kraft's inequality (1.3).

Supposen, is the unique integer betwe@nandn, + 1, then obviously,

n, satisfied (1.3).
Sincea >0(# 1), we have

1
i
2 up

B U ! _ﬁaT_l)
<p| ¥ p* D ...(2.25)

1
. ui a -n pe
Since, Zpiﬁ(qulﬁJ D

Hence, (2.25) becomes

1
Yo o
(upf

which gives the result (2.23).

Bl

Conclusion and Discussion:

The problem of coding is that of associating thessages that have to be sent
with the sequences of symbols in a one to one dashin coding theory,
generally we come across the problem of efficieodtimg of messages to be
sent over a noiseless channel. We do not constuerptoblem of error
correction, but attempt to maximize the number elssages that can be sent
through a channel in a given time. Therefore, wd the minimum value of a
mean codeword length subject to a given const@ntodeword lengths. As
the codeword lengths are integers, the minimum evdlas between two
bounds, so a noiseless coding theorem seeks tdlfes® bounds for a given
mean and a given constraint. For uniquely decigilereodes, [Shannon, 1948]
found the lower bounds for the arithmetic mean by his entropy. [Longo,
1976] obtained the lower bound for useful mean wautd length in terms of
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guantitative-qualitative measure of entropy, introed by [Belis and Guiasa,
1968]. [Guiasa and Picard, 1971] proved a noisetexting theorem and
obtained the lower bounds for similar useful meadeword length. [Gurdial
and Pessoa, 1977] extended this by finding lowarnte for useful mean
codeword length of orderr in terms of useful measures of information of
order a . It is important to note that for other standarelams like the geometric
mean, the harmonic mean and the power mean, ther loeunds can be found
in principle, but except for the arithmetic mean, alosed expressions for the
lower bounds can be obtained. [Kraft's, 1949] iredy plays an important
role in proving the noiseless coding theorem. lngquely determined by the
condition for unique decipherability.
We know that optimal code is that code for whick tralue L4 (U;P) is

equal to its lower bound. From the result of theotiem 2.1, it can be seen that
the mean codeword length of the optimal code isddpnt on two parameters
a,B and a utility function, while in the case of Shan's theorem it does not
depend on any parameter . So it can be reducedicignly by taking suitable
values of parameters.
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